
EXISTENCE OF SOLUTIONS OF RETARDED FUNCTIONAL EQUATIONS 
WITH NON CONTINUOUS INITIAL CONDITIONS 

BY C. lMAZ, F. OLIVA and Z. VOREL 

I. Introduction 

Let r and a be positive numbers and let r be a set of functions defined on 
[-r, a] into R". Let O C r and let A be a set of functions from [-r, OJ into R" 
such that for every t E [O, aJ and every y E O the function Yt (0) = y(t + 8) with 
8 E [-r, OJ is an element of A. Let now f be a function from A X [0, aJ into R". 
We say that a function x E r is a solution of the functional differential equation 

dx 
dt = f(Xt' t) 

with initial condition xo EA, if x(t) = xo(t) for all t E [-r, OJ and 

x(t) = Xo(O) + n1cx., s) ds 

for all t E [0, aJ. 
Existence theorems for such equations have been given in [3J for f lipschitzian 

in its first argument and integrable respect to t. In [2J this result is obtained for 
continuous! and in [5J existence is proved under Caratheodory type of conditions. 
In all the above mentioned papers, with the exception of [5J, the initial condition 
is assumed to be continuous. In the book [6J the existence of solutions for piece­
wise continuous initial conditions is mentioned but no adequate reference is 
given. The basic object of the present work is to give an existence theorem for 
these equations under general conditions on f and almost no restrictions on the 
initial conditions. 

2. Existence Theorem 

Using the same notation as in [4] let ,f; (0) be a nonnegative continuous func­
tion defined on some interval [0, a] with ,f; (O) = 0 and such that the series 

is uniformly convergent in [0, aJ. Under such conditions if we define 

'1'(0) = L, - ,f; -: ' 
00 2i (8) 

;-1 8 2, 

then '1'(0) = 0 and '1'(8) - 0 with 0 - o+. By w1, w2 and w3 we shall always de­
note continuous and increasing functions, w1 and w2 defined on [0, aJ and w3 de­
fined on [0, 2w1 (a )J, all vanishing at zero and bounded below by linear functions 
with positive slopes. These functions are assumed to be such that if we define 

,f; (8) = ws[2w1 (0)Jw2 (8), 

31 



32 C. IMAZ, F. OLIVA AND Z. VOREL 

and define '1i' (8) a.s before in terms of 1/1 (8), these functions satisfy the conditions 
mentioned before. 

With the symbol ij (M, w1 , w2 , wa , u ), where M represents a subset of X X R1 

for some banach space X and u E (0, aJ, we mean all functions F continuous on 
M, range in X and such that 

IIF(x, t1) - F(x, t2)II ~ w1(lt1 - ~I) 

and 

II F (Xi, ~) - F (~, t1) - F (x1, ~) + F (x1, t1)II ~ w2 (I t1 - ~ I )wa (II X1 :-- X2 II) 

for all admissible values of the arguments and I t2 - t1 I ~ u. Here ll II is the 
norminX. 

Remark 2.1. It is straightforward to prove that if F (x, t) E ij where the vari­
able x ranges over some set of functions with modulus of continuity 2w1 , the 
conditions of Theorem 2.1 in [41 are satisfied. 

Let Yo be a function from [-r, aJ into R" such that Yo (r) = Yo (O) for,,. E [O, aJ 
(yo need not be continuouS or anything special in [-r, OJ). Let r = r (r, a, yo) 
be the set of functions x from F---r, aJ into R" such that x(r) = Yo(r) for 
,,. E [-r, 0) and are continuous in [O, aJ. We can consider r as a banac'h space de­
fining the linear operations by 

' ( c' ' {Yo(r), TE [-r, O) 
ax+f3y) T) = ax(T) + (3y(T), rE [O, aJ 

for all reals a, f3 and x, y E r; and defining the norm in r by 

II x llr = SUPo:,;t~ I x(T)j. 

Let O be a convex subset of r that contains Yo ; (T1, T2) will be a real interval 
arid F a function from O X (T1 , T2) into r. We are interested in solutions of the 
generalized differential equation 

dx 
(2.2) dT = ~F(x, t) 

when F E ~ (0 X (T1 , T2), w1, "'2, wa, u ). 
Given to E (T1, T2) and a real number h > 0 such that [to, to+ hJ c (T1, T2), 

let A (to, h) denote the set of conti:tiuous functions from [to, to+ hJ into r (r, a, Yo) 
with a supremum norm denoted by II l! ..t • We define the set 

A1 = A1(to, h, Yo, w1, 0) c A(to, h) 

to consist of those functions y E A (to , h) for which the following four conditions 
are fulfilled: 

a) y(to) = Yo 
b) 11 y(t) - y(t')llr ~ 2£.i1(I t - t' I) for all· t, t' E [to, to+ hJ and 

(2.3) I t - t' I < u • 
c) I y(t)(T) - y(t)(/)1 ~ 2"'1(!,,. - / I) for all ,,., / E [o; a], 

, t E [to , to + hJ and I T - / I < u 
d) y(t) E O for all t E [to, to+ hJ 
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This set is clearly non-empty since it contains the function y (t) = Yo for all 
t E [to, to+ hJ. We shall now prove 

LEMMA 2.4. The set AI (to, h, y0 , WI, n) is a compact and convex subset of A (to, h ). 

Proof. Given y, z E AI a straightforward computation will prove that the linear 
combination (1 - a )y + az E A1 for all a E [0, lJ; proving convexity. On the 
other hand, compactness follows from the extended Ascoli's theorem as giv(}n 
in [lJ pag. 382. 

We can now prove the following existence theorem for equation (2.2). 

THEOREM 2.5. Suppose there exists an ho > 0 such that the following conditi<ms 
are satisfied: 

1) IJ:omF[y(O, sJ(r) - 1)F[y(0, sJ(/)1 s 2wI(lr - /i) 
2) Yo+ f: 0 1)F[y(0, sJ E Q 

for all t E [to, to+ hJ, r, / E [0, aJ, Ir - / I < er, h S ho and y E AI (to, h, Yo, WI, Q ); 
then there exists an hI < ho such that equation (2.2) has a solution on [to, to + hIJ 
with initial condition Yo at to . 

Proof. We have to prove the existence of a function y E A (to , h1) such that 

y(t) = Yo+ J:0 1)F[y(!;), sJ 

for all t E [to, t0 + h1]. Let us now define a transformation <I>:AI - A1 given by 

(2.6) <I>(y)(t) =Yo+ f!Q'.t>F(y(O, sJ. 

We shall prove that for h sufficiently small <I> maps A1(to, h, yo, w1, n) continu­
ously into itself, Lemma 2.4 and Schauder's fixed point theorem will then give 
the desired conclusion of Theorem 2.5. 

We have to prove that for a suitably chosen h < ho y E A1 (to, h, Yo, w1, Q) 
implies <I> (y) E A1 (to , h, Yo , WI , Q). Obviously <f? (y) satisfies conditions a) and 
d) of (2.3). 

Let now k > 0 be such that w1 (11) ~ k11 0 S 11 < u and define k* (h) = sup ½'1t (11) 
for 11 E [0, min (h, u )]; chose l"2 E {0, ho) such that 

(2.7) k* (h2) < k. 

Making use of Theorem 2.1 in [4J and the fact that 

FE~(QX (T1,T2),w1,w2,wa,u) 

we have the following estimate: 

. ll<I>(y)(t) - 4>(y)(t')llr = IIJ:' 1)F[y(!;), s]llr S IIJ:' 1)F[y(!;), sJ 

- F[y(t), t'] + F[y(t), t]llr + IIF[y(t), t'J 

- F[y(t), tJllr S It ~ t' I '1t(J t - t' J) 

+ WI(J t..,..: t' J) S k*(h2) It - t' J 

+ WI(I t - t' I) s 2w1(l t - t' I), 
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for all t, t' E [to , to + ~J, I t - t' I < u and this proves that <I> (y) satisfies con­
dition b) of (2.3) when h ~ ~ . 

Moreover condition c) is a direct consequence of hypothesis 1) regarding the 
integrals of F. Finally we need to prove the continuity of <I>. Let O < h < h2 and 
for any given E > 0 chose a = 6(E) such that h[maxo:s;,:s;B '1'(77 )J < e/2. Given any 
t E [to , to + hJ let to = 80 < 81 < • · · < 8m = t ~ to + h be any subdivision of 
[to, tJ of norm not greater than a. Let now y, z E A1 be such that II y - z 11..t < u, 
then we have 

II <I>(y)(t) - <I>(z)(t)llr 

~ :E,.:01 II J::+1 ID{F[y(r), 8J - F[z(r), 81} 

- F[y (8,), 8..,._1J + F[z (8,), 8..,._1J + F[y (8,), 8,J 

- F[z (8,), 8,Jllr + :E,.:;,1 II F[y (8,), 8..,._1J - F[z (8,), 8..,._1J 

- F[y(8.), 8,J + F[z(8,), 8,lllr ~ :E,.:01 (8..,._1 - 8,)'1'(8..,._1 - 8,) 

+ :E,.:t" c.,a[II y (8,) - z (8,) llrl"'2 (8-+1 - 8,) 

~ h[maxo:;;~9'1'(77)J + mc.,a(II y - z ll..t)"'2(6). 

Therefore 

Ii <I>(y) - <I>(z)ll..t ~ i + mc.,a(II Y - z ll.4)c.,l6). 

Chose 77 > 0 such that mc.,3 ('17 )c.,2 (6) < e/2, then it follows from the last estimate 
that 

II <I>(y) - <I>(z)l!..t < e 

if II y - z 11..t < 77, proving the continuity of <I> and concluding the proof of the 
theorem. 

3. Functional equations 

Let O = O(c.,1) c r be defined by O = {v E r I v(O) = Yo(O) and 
I v(t) - v(t')I ~ 2"'i(I t - t' I) for all t, t' E [O, aJ, It - t' I < u}. 

Obviously O is a convex subset of r. Define as usual v,:[-r, OJ -+ R"by 
v,(r) = v(t + r) for all r E [-r, OJ, t E [O, aJ and v Er. Let A be the class of 
functions defined ,as follows 

A = { v,l v E O, t E [O, a]}. 

Denote g = g (A, "'1 , "'2 , "'a , u) = { g: A X [O, aJ -+ R" I a) g is lebesgue integrable 
in [O, aJ for all v E O; b) I J:, g (v. , 8) d8 I ~ "'1 (I t - t' I) and 

I J:, [g(v.1, 8) - g(v.2, 8)J d8 I ~ "'2(l t - t' l)c.,a(ll v1 - v2 llr) 

for all v, v1, v2 E 0, t, t' E [O, aJ, I t - t' I < u and II v1 - v2 llr < u}. 
A function v E O is said to be a solution of 
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(3.1) dv 
dt = g(Vt, t) 

in [0, a] with initial condition Yo if and only if 

(3.2) v(t) = yo(0) + H g(va, s) ds 

for all t E [0, a] and v(t) = Yo(t) for all t E [-r, 0). 
Exactly in the same way as was done in [7] one can prove that if 

.\ {Yo(r); r E [-r, 0], t E [0, a] 
(3.3) F(x, t)(-r) = f~ g(x,, s) ds; r, t E [0, a], r 5, t 

. fog(x.,s)ds; -r,tE[0,a], t5,r 

and x(t) is a solution of (2.2), with F defined by (3.3), with initial condition 
x(0) = Yo then the function v(t) defined by 

(3_4 ) v(t) = Jyo(t); t E [-r, 0] 
\x(t)(t); t E [0, a] 

is a solution of (3.1) on [0, a] and initial condition Yo . 
Observe that if g E g (A, w1 , "'2 wa , u) then the function F defined by (3.3) is 

an element of ij (0 x· [0, a], w1, w2, wa, u ). Therefore it follows from Remark 2.1 
that 

H IDF[x (0, s] exists if t E [0, a] 

and x E A1(0, a, Yo, w1, 0). 
Let us now prove: 

LEMMA 3.5. Let x E A1 (0, a, Yo , wt , 0), then 
rHmF[x(~), s]](r) = rHmF[x(O, s]](t) for all T ~ t and 
rH mF[x(t), s]](-r) = [f~ mF[x(~), s]](-r) for all T 5, t and t, TE [0, a]. 

Proof. Let r ~ t and take a subdivision O = Si < s2 < · · · < s,. = t, then 

[f~mF[x(t), s]](r) = rE,==-l F[x(s.), 8.+1] - F[x(si), s.]](-r) + 0(1) 

= rE,.:i1 F[x (s,), 8.+1](t) - F[x (s.), Si](t)] + 0 (1) 

= rH mF[x(t), s]](t) + 0(1), 

where O (1) tends to zero with the norm of the partition tending to zero, proving 
the first relation. A similar argument yields the second relation. We shall now 
prove the following existence result. 

THEOREM 3.6. Let g E g (A, w1 , w2 , wa , u ), then there exists at least one solution 
v E O of equation (3.1) in [0, a], with a sufficiently small, which fullfils the initial 
condition v(t) = Yo(t) fort E [-r, O]. 

• Proof. With F defined by (3.4) we know that if there exists a solution of (2.2) 
then also (3.1) has a solution. We shall prove that Theorem 2.5 can be used with 
to = 0 and a = ho . Let y E A1 (0, a, Yo , wt , 0) and let us prove that condition 
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1) in Theorem 2.5 is satisfied. For this, let r, /, t E [0, a] and Ir - r' I < u, we 
shall consider the following three possibilities: i) / ~ r ~ t, ii) r ~ r' ~ t and 
iii) r ~ t ~ r'. In case i) we have, using Lemma 3.5, that 

J[fi '.DF[y(O, s]](r) - [Ji '.DF[y(~), s]](/)i 

=;, IU~ '.DF[y(O, s]](r) - ur '.DF[y(~), s]](r)I 

= I[ J;, ~F[y(~), s]](r)I ~ llf;, ~F[y(~), s]llr 
I 

~ II F[y(r), /] - F[y(r), rJllr + T ~ T 'IF(r - r') ~ 2w1(r - /). 

In case ii) we have, again making use of Lemma 3.5, that 

l[jg'.DF[y(O, s]](r) - [jg~F[y(O, s]](r')I 

= ![jg '.DF[y(O, s]) (t) - [f~ '.DF[y(O, s]](t)I = 0. 

Finally, in case iii) we have, according to Lemma 3.5, that 

1ui ~F[y(O, s]](r) - [jg '.DF[y(O, s]l(r')I 

= ![jg '.DF[y(O, s]] (t) - [fr '.DF[y(O, s]] (t)I 

= l[n, '.DF[y(O, s]](t) = l[f ;, ~F[y(O, s]](t)I ~ 2w1(T - /), 

proving condition 1) of Theorem 2.5. Condition 2) of Theorem 2.5 followsfrom 
what we have just proved and the definition of Yo , ending the proof of Theorem 
3.6. 

Remark 3.7. It is not difficult to see that the solution that exists on theinterval 
[0, a] may be continued as far as g E g (A, w1 , w2 , wa , u). 

Remark 3.8. Observe that the conditions on the functions g E g are made for 
a fixed element v E O; as we shall see these conditions are satisfied if similar con­
ditions hold for a fixed element w E A. In fact we have 

THEOREM 3.9. Let g(z, t) be defined for all z EA and t E [0, a] and let cp1 (r,), 
cp2 (11) be increasing continuous functions defined on [0, u] and [0, 2w1 (u )] re­
spectively, with cpi(0) = cp2(0) = 0 and cp1(11) ~ cp2[2w1(u)]11 on [0, u]. Suppose 
the following conditions hold: 

• a) g is lebesgue integrable in [O, a] for all fixed z E A 
b) I J:, g (z, T) dr I ~ cp1 (I t - t' I); for all z E A, t. t' E [0, a] and I t - t' I < u 
c) I g(z1, t) - g(z2, t)I ~ cp2(II z2 - z1 Ila), for all z1, z2 EA, t E [O, a] and 

1lz1 - z2lla ~ 2w1(u), 
then g E g(A, w1, w2, wa, u) with w1 = 2cp1, w2(11)ri and wa = cp2. 

Proof. Since v E O it has the modulus of continuity 2w1 in [0, a], Vt E A is con­
tinuous int E [O, a] and it may be approximated uniformly on [O, a] by a sequence 
{ei(t)l, i = 1, 2, 3, • • • , of functions piecewise constant in A. Therefore 

I g(vt, t) - g(e;(t), t)I ~ cp2(II Vt - ei(t)lla) 
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fort E [O, a], i = 1, 2, 3, • • • , and it follows that I g(ei(t), t)I-----, I g(ve, t)I .with 
i-----, oo uniformly on [O, a], thus g (v1 , t) is lebesgue integrable in [O, a]. 

Now let t, t' E [O, a], It - t' I < u and v E n, then 

I J;, g(v,, s) ds I ::; If;, [g(v., s) - g(ve, s)] ds I + I J:, g(v;., s) ds I 
::; cp2(2w1 (I t - t' 111 t _:_ t' I + 'P1 (I t - t' I) ::; 2cpi (I t - t' I). 

Moreover, if t, t' E [O, a], It - t' I < u and v1, v2 E n then 

I J:, [g (v.1, s) - g (v.\ s )] ds I ::; Jl, cp2 C:I v,1 - v.2 Ila) ds::;; 'P2 (II v1 - v2 Jlr )It - t' I­
proving that the primitive of g has the required moduli of continuity. 

4. Example 

Let us consider the scalar equation 

( 4.1) dx(t) = x(t - 1) sin t 
dt . (t - p)" 

for O ::; a < ½, 0 < p < 1, t ~ 0, t ¢ p; with initial condition x = cpo(T },' 

TE [-1, OJ, where • 

Let us define 

TE [-1, -½] 
r E (-½, 0). 

r={v:[-1,2]----->R 1lv(t)=cpo(t) for tE[-1,0),v continuousin [0,2]}, 

and 

n = {v E rlv(O) = cpo(O); lv(t) - v(t')I::; 2w1(lt - t'I), It - t'I < 1}, 

2K 1-a + (1 _ )1-a 
where w1(1J) = -1 - 7)1-" and K = 1 + p 1 p . Put 

- a - a 

.!l = { Vt I v E n, t E ro, 2]} 

and finally 

g = {g:.!l X [O, 2]-----, R1 I a) gEL2[0, 2] for all vE n; 

b) I J!, [g(v., s) dsl::; l 2! a It-:-- t'll-a; 

c) If), [g(v.1,s) - g(v.2, s)] dsl::; 1 .:_ a llv1 - v2 llrlt - t'l 1-a}. 
It is not difficult to prove that in these conditions if g E g the F defined by 

(3.3) is an element of ~ (n X [O, 2], w1 , w2 , wa , 1) with w1 ('11) = 2K/ (1 - a )'111-a, 

w2 ('11) = 2/ (1 - a )r,1-", w3 (r,) = r,; and that in view of Remark 3. 7 the solution of 
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(4.1) exists on [O, 2]. Such an existence result does not follow from other known 
results. 
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