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Let D (R) denote the space of infinitely differentiable complex valued functions 
on the real line R with compact support, equipped with the topology of L. 
Schwartz [1]. In this paper we give some results concerning the linear least 
squares prediction theory of generalized stochastic processes which are actually 
continuous linear maps from D (R) into some Hilbert space H (see [2, 3 and 4] 
for background). 

An m-dimensional generalized random field X = (X1, • • • , Xm) is a con­
tinuous linear map X:D (R) -➔ ~where His a Hilbert space and Hm denotes 
the cartesian product of m copies of H. X1, • • • , Xm are the components of X 
and Xk:D (R) -. His a generalized stochastic process for each k = 1, • • • , m. 
Let ( , ) denote the inner product and II II the norm of H. We define the 
covariance matrix of X as B = (B;j) where B;j(f ® {j) = (X;f, Xjg) for i, j = 
1, · · · , m; f, g E D (R). (Here ® denotes tensor product (see [ 5]) and - denotes 
complex conjugation). The existence of the covariance distributions B;j E D' (R2) 
is guaranteed by the theorem of kernels of L. Schwartz [1, 3]. 

For every t E R, let Di be the subspace of D (R) consisting of those functions 
with support contained in (- oo, t]. Let Hi = closed linear span {Xd:f E Di; 
k = 1, · · · ,m} for each t E R,and also letH., = closed linear span {Xkf:f E D (R); 
k = 1, • • ·, m}. 

Fort E Rand also fort = oo, let Pi:H-. Hi denote the orthogonal projec­
tions. X is said to be deterministic if Hi = H., for every t E R; X is called linearly 
free if niER Hi = H _., = { O}. (The characterization of deterministic and linearly 
free generalized random fields on R in terms of their covariance matrices has 
been studied by Deo [4]. ). 

The prediction problem for X consists in expressing the projections PtXk fin 
terms of linear combinations of Xjg with j = 1, • • • . m and g E Di. 

THEOREM 1. Let X = (X1, • • • , Xm) be a generalized random field on R with 
covariance matrix B = (B;j ). Then for every tin R there exist functions f;j in Di, 
j = 1, • • • , m; i = 1, 2, • • • such that for each n = 1, • • • , m, 

(1) 

for every f E D (R). 

Proof. First note that for each t E R, 

Hi= c.l.s. {L:'=1X;f;:f; E Di, i = 1, • • ·, m}. 

Now let Dm be the cartesian product of m copies of D (R), and for each tin R, 
let Dt be the cartesian product of m copies of Di. We introduce a continuous 
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linearmap.X = Dm_,,.Hgivenby.X(f) = L,'::=1X,J,,.foreachf = (11, ••• ,fm) 
E Dm. We also introduce an inner product C on Dm given by C (f, g) = (Xf, 
Xg) for each f, g in Dm. Define II f II c = C(J, !) 112, and let ker C = {f E Dm: 
II f 11 c = O}. Let K be the Hilbert space obtained by completing the quotient 
space Dm /ker C ·with respect to the norm II II c. Finally define V:Dm - K to 
be the canonical map and let K (t) be the closure of V (Dt) in K. 

It is possible to findf1,h , • • • in Dt such that V (Ji), V (h), • • • is an ortho­
normal basis for K(t). Then it is clear that X(fi), X(f 2), •••is an orthonormal 
basis for Ht and therefore 

(2) 

for every f in Dm. Now choosing f = (!1 , • • • , f m) such that Ji. = 0 if k ~ n and 
f,,. = f, we obtain equation (1) withfi = (f;i, • • • , f;m) for i = 1, 2, • • • Q.E.D. 

Theorem 1 provides an explicit solution to the prediction problem of X in 
terms of a sequence of values of the past of X. 

The generalized random field Xis stationary if its covariance matrix B = (B;;) 
satifies: B;J(f ® g) = B;J(T.f ® T.g) for every s in R; i, j = 1, • • • , m and 
f, g in D (R). Here T, denotes the translation operator in D (R), i.e. T J(t) = 
f(t - s) for J E D(R); s, t ER. 

COROLLARY 1. If X = (X1, • • • , Xm) is a stationary generalized random field 
on R with covariance matrix B = (Bii) then there exist functions f;J in Do for 
i = 1, 2, • • • ; j = 1, • • • , m such that for every t E R, f E D (R), n = 1, • • • , m, 

(3) P1X,,.(j) = L~=l Li=l Lk=lBnj(f ® Tefo)Xk(T,fo) 

Proof. It is easy to see that if { V Ji} is an orthonormal basis for K ( 0), then 
{ V(TtJJl is an orthonormal basis for K(t). Therefore puttingf; = (1;1, • • • , f;m) 
for every i = 1, 2, • • • for some sequence {Ji} C Do such that { VJ,} is an ortho­
normal basis for K(O), we obtain (3). Q.E.D. 

If m = 1, theorem 1 and corollary 1 give the solution to the prediction problem 
of generalized stochastic processes. The stationary case was treated in a different 
way by Rozanov [6]. 

Now we give some results which characterize deterministic covariance dis­
tributions. (The covariance matrix of a generalized stochastic process consists 
of a single distribution B E D' (R2) which is called the covariance distribution 
of the process ) . 

It is not difficult to see that every covariance distribution B has representa­
tions of the form B = I:,:=1 T,,. ® Tn with T,,. E D' (R) for n = 1, 2, • • · ; 
T(j) = T(J) for every f ED (R), TED' (R); and Tn(j) = C (f, g,,.) for every 
f E D (R), where {g,,.} is an orthonormal basis for the Hilbert space K obtained 
by completion of D (R)/ker C with respect to the norm II II c. (C and 11 II c 

were defined in the proof of Theorem 1). Such a representation is called an ortho­
normal representation of B. 
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THEOREM 2. If B I::=1 T n ® T n is an orthonormal representation of the 
covariance distribution B, then B is deterministic if and only if whenever Cn are 
complex numbers such that O < I::=1 I en [2 < oo, the support of the distribution 
I::=1 CnT.,. extends to - oo, i.e. it is not contained in (t, oo ) for any real number t. 

Proof. For each t E R let K (t) be the closure in K of V (D t) where 
V:D (R) - K is the natural map. Let W:K -t2 be the map given by W(f) = 
{ T .,.f) . W is a unitary isomorphism. The map W o V: D (R) - ,e2 is a generalized 
stochastic process with covariance distribution B. Hence B is deterministic if and 
only if W (K (t)) = ,e2 for every real t; i.e. B is deterministic if and only if for 
every non-zero sequence { cn} E t2, { cn} is not orthogonal to W (K (t) ). Since 
V(Dt) is dense in K(t), we conclude that Bis deterministic if and only if when­
ever {cnl is a non-zero element of t2, and tis a real number, there exists f E Dt 
such that I::= 1 c,.T .,.f ;= 0. Q.E.D. 

PROPOSITION 1. A necessary and sufficient condition for a representation 
B = I::=1 T n ® T n of a covariance distribution B to be an orthonormal representa­
tion is that for every sequence { cn} E c2, I::=1 cnT n = 0 necessarily implies 
Cn = 0 for n= 1, 2, • • • (i.e. the T,.'s are Hilbert-free). 

Proof. The necessity is obvious. To prove the sufficiency suppose the T,.'s 
are Hilbert-free. There exists a sequence {g.,.} c K such that T .,.f = C (VJ, g,.) 
for n = 1, 2, • • • ; f E D(R). Furthermore {L:'=1x;g,:x. EC, i = 1, • • ·, m; 
m = 1, 2, • • • l is dense in K, because the g.,.'s are Hilbert-free. Let fo2 be the 
subspace of t2 consisting of those sequences which have only finitely many non­
zero elements. The natural map U:Co2 -K given by Uf X;} = Lf=1x,g; is weakly 
bounded. Indeed, if {x.} E £/ and Lf=1 I x.\ 2 ~ 1, then I L~1x,TJl 2 ~ 
[f=1 Ix, 12 Lf=1 I TJ l2 ~ B (f ® f) for every f E D (R). Thus the image of the 

unit ball of £02 under U is weakly bounded, and by Mackey's theorem (see 
theorem 3.5.3 of [5]) it is also strongly bounded. Therefore U may be continuously 
extended to £2. Since the g.,.'s are Hilbert-free, U is injective; and since the closed 
linear subspace generated by {g,.l coincides with K, it follows that U is onto. 

- 2 Now given f ED (R), {T,fj belongs to C and for every g ED (R) we have 

C(U{TJ}, Vg) = C(L~I (TJ)g,, Vg) = Lf=1TJC(g;, Vg) = L~I T;JT,{j 

= B(f ® g)= C(Vf, Vg) 

Hence U{ T,f) = VJ for every f E D (R). Therefore for f, g E D (R) 

C(U{TJ}, U{Tjg}) = C(Vf, Vg) = Lf=1TJT,{j = Lf=1TJ(T,g) 

Since V(D(R)) is dense in K we conclude that for every {x.}, {y;} E f, 
C(U{x;}, U{yj)) = Lf=1x,y •. 

We just proved that U is a unitary isomorphism from f onto K, and {g,.} is 
the image under U of the canonical orthonormal basis in £2• Hence {gn} is an 
orthonormal basis for K. Q.E.D. 
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We say that a covariance distribution B is degenerate if the corresponding 
space K defined above is finite dimensional. It follows that B is degenerate if 
and only if B = I:!=1 'i\ ® T,. for some integer N and T,. E D' (R) for 
n = 1, 2, • ··, N. _ 

COROLLARY 2. B = I:!=1 7\ ® T,. is an orthonormal representation of the 
degenerate covariance distribution B if and only if the T,.'s are linearly independ­
ent. If B = I:!=1 'I',. ® T,. is an orthonormal representation of B, then B is 
d,eterministic if and only if the restrictions of the T,.'s to Di are linearly independ-
ent for any real number t. • 

The proof follows easily from theorem 2 and proposition 1. 

This paper is part of the Ph.D. Thesis which was presented by the author to the Depart­
ment of Mathematics of the Massachusetts Institute of Technology on June, 1970. The 
author wishes to express his gratitude to Dr. Richard M. Dudley for his guidance in the 
preparation of the original manuscript. 
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