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In this note we give sufficient conditions for a harmonizable Hilbert sequence 
to be non-minimal or interpolable. In [2] H. Cramer gave a sufficient condition 
for the determinism of a harmonizable Hilbert sequence. Later J. L. Abreu [I] 
showed that any harmonizable Hilbert sequence is a projection of a ~tationary 
Hilbert sequence taking values in a larger Hilbert space. As a corollary Abreu 
obtained the sufficiency condition of Cramer. Here we use Abreu's representation to 
prove our results, although a direct proof based on the original paper of H. Cramer 
[2] is possible. 

Z denotes the set of integers. rf5 stands for closed linear span. Let JC be a 
Hilbert space with inner product (,) and let x,. E JC for n E Z. Define R,,(x) = 
(§3 {x,., n E Z} , H,.(x) = (§3 {xk, k E Z, k ;;,,!; n) . The Hilbert sequence {x,.) is 
said to be non-minimal if H,.(x) = H"'(x) for each n E Z. The covariance of a 
Hilbert sequence {x,.) is defined by r(m, n) = (xm, x,.) for m, n E Z. The 
Hilbert sequence {x,.) is said to be stationary if its covariance depends only on 
m-n. A Hilbert sequence { x11} is called harmonizable [I], [2] if for some complex 
valued Borel measure f on [O, 21r] X [O, 21r] 

( ) _ ],_ 2 f 2.- f2.- i(mx-ny)d'f( ix iy) r m, n - 4 ,r o o e e , e . 

f is called the spectral measure of { x,.) . A Hilbert sequence { Xn) is stationary 
if and only if it is harmonizable and its spectral measure is concentrated on the 
diagonal of [O, 21r] X [O, 21r]. 

THEOREM 1. Let {xn} be a harmonizable Hilbert sequence with the spectral 
measuref. Let g(ei8) = ½ .. J! n--d lf(ei:c, iy) 1. If I!" (I/g'(e' 8))d8 = oo, then 
{ x11) is non-minimal. 

For the proof of this theorem we need the following lemma whose proof is 
similar to the proof of a proposition in [I] and hence is omitted. 

LEMMA. Let JC and X be two Hilbert spaces and A: JC - X be a bounded linear 
operator. Let {x,.) C JC be a non-minimal Hilbert sequence. Then {Ax,.) C Xis 
also a non-minimal Hilbert sequence. 

Proof of Theorem I. By the representation theorem in [I] 

Xn = Pyn, n E z, 
where { y,.) is a stationary sequence in a Hilbert space X => JC, Pis the orthogonal 
projection of X onto JC and the spectral measure of {y,.) is given by g. A well­
known result for stationary sequences [3], [4] says H.- ( 1/g' ( e'8) )dB = oo if and 
only if { y,.) is non-minimal. We use the above lemma to complete the proof. 
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The rest of this note is devoted to establishing a sufficient condition for inter­
polability of a harmonizable Hilbert sequence. Let J be a finite subset of Z. Fol­
lowing [5] we say that the Hilbert sequence { Xn} is interpolable if for each finite 
subset J, ~ { Xn, n E Z / J} = H ® ( x). We remark that in the setting of our lemma 
{Axn} is interpolable whenever {xn} is interpolable. Also there is a well-known 

characterization for interpolability of stationary Hilbert sequence in terms of its 
spectral density [5]. Because of these facts, arguments similar to the ones in the 
proof of Theorem 1 can be given to establish the following theorem. 

THEOREM 2. Let { Xn} be a harmonizable Hilbert sequence with the spectral 
measure/. Let g(i 0) = ½1r Ji J~--d I f(i", i 11) /. If n .. ( I p(i 0) / 2/g(ei6) )d8 = 00 

for each non-zero trigonometric polynomial p, then { x,.} is interpolable. 
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