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Introduction 

Consider a tree and a collection of mdependent and identically distributed 
random variables indexed by its nodes. For each realization of the random 
variables, and each branch of length n of the tree, there is a Donsker path asso­
ciated to their partial sums on the branch. A stochastic process is defined by 
choosing at random one of the branches of length n and taking the corresponding 
Donsker path. We are interested in proving functional central limit theorems for 
such processes, as n -+ c,:,, that hold for almost all realizations of the random 
variables. 

For the partial sums of length non certain deterministic trees, and on Galton­
W atson trees, central limit theorems holding almost surely have been proved by 
Stam [10], and by Joffe and Moncayo [4]. Previous and related work has been 
done by Harris [2], Kharlamov [5], Kolmogorov [6], and Ney [8, 9]. 

Joffe and Moncayo first tested their ideas on a binary tree [3]. Following them, 
we also try first on a binary tree, and in this paper we.prove an invariance princi­
ple for this case. This result of course implies that of [3], and although our ap­
proach has some similarities with that work, it is simpler and more general; in 
particular, we can avoid the detailed use made there of characteristic functions. 

Notation, Definitions, Results, and Proofs

For each n = I, 2, , • • , 'Yn denotes the set of all binary sequences (i.e., se­
quences ·of zeros and ones) uf. length n, <Bn is the algebra of all subsets of 'Yn , and. 
Pn is the uniform probability measure on (i'n, <Bn), Expectation on the probabil­
ity space ('Yn, <Bn ,Pn) iswrittenEn. 

"( = u:=l'Yn is a binary tree. Its branches are denoted 7, so 7 E 'Yn means that 7 

is a branch of length n. The particular branch O • • • 0 E 'Yn is denoted .1 n . The 
nodes are named 0, so 0 E 7 means that 0 is a node in the branch 7, The set of 
nodes at the ends of the brancpes in 'Yn is written ln, so ln is the nth generation of 
nodes. e = u:=l ~n is the set of all nodes of the tree 'Y ( we exclude the first node). 

For 7 E 'Yk and r' E 'Yn, ,vith k ~ n, the notation 7 ~ r' means that the first 
k nodes of r' are the nodes of 7 ( so r' is an extension of 7). For 7 E 'Yk and k ~ n, 
'Y~ is the set of branches (r' E 'Yn:7 ~ r') (i.e., the extensions of 7 of size n). 
Clearly, the cardinality of 'Yn is 2n, and for 7 E 'Yk and k ~ n, 'Y~ has cardinality 
2n-k_ 

Let {X( 0), 0 E 0) be independent and identically distributed random vari­
bles, with mean zero and variance one, defined on a probability space (it, ij, P). 
The notations E and Var refer to expectation and variance on this space. For 
7 E 'Yn , and a natural number k, 1 ~ k ~ n, Sk( 7) = ~BEr'E n,7':c;rX( 0) is the 
sum of the random variables on the first k nodes of the branch 7. 
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On the product probability space (Q X 'Yn, ij X CBn, P X Pn) we define a 
random element Yn of C[0, 1] as follows: for w E Q, 7 E 'Yn, t E [0, lJ, 

Yn(w, 7j t) = n- 112Sk(w, 7), t = k/n, k = 0, 1, · · · , n, 

linear on [(k - 1)/n, k/n], k = 1, • • • ,n. 

These are the Donsker paths on the branches of 'Yn . For fixed w E Q, the randbm 
process { Yn(w, •; t), t E [O, 'l]l on ('Yn, CBn, Pn) represents a (uniform) random 
choice of one of the 2n Donsker paths. In the model of [3], the (random) distribu 0 

tion of the positions of the elements belonging to the nth generation was con­
sidered; now we are taking ,v:ith each element in the nth generation the positions 
of its whole line of ancestors. 

The invariance principle is the 

THEOREM. The sequence or processes { Y,.( w, •; t), t E [0, 1]} converges weakly to a 
standard Brownian motion process B for P-almost all w. 

Consequently, for any measurablef: C[0, 1] ---+ ( - co, co) whose discontinuity 
set has B-measure zero, f( Yn(w, •)) converges weakly to f(B) as n---+ oo, for 
P-almost all w; and if f is bounded, E,J(Yn(w, •)) = rn~TE-rJ(Yn(w, 7)) ---+ 
J c[o,1ifdB as n---+ oo, for P-almost all w. In particular, the functionalf(x) = x(l), 
x E C[0, 1), yields the central limit theorem of [3]. • 

Proof. The proof is presented in two lemmas. The first lemma gives a sufficient 
condition for weak convergence of Xn to X on C[0, 1]. The second lemma shows 
that the sufficient condition of the first holds for Xn = Y n ( w) and X = B, for 
P-almost all w, thus completing the proof of the theorem. 

A complex-valued function f on C[0, l] is said to satisfy a Lipschitz condition 
of order one if there is a constant M ~ 0 such that 

I f(x) - f(y) I S M supo519 I x(t) - y(t) I, x, y E C[O, l]. 

LEMMA 1. Let Xn, n = I, 2, • • • , and X be random elements of C[0, l] defined 
respectively on probability spaces (Qn, iJn, Pn), n = 1, 2, · · · , and (Q, ij, P). If 

f f(Xn)dPn---+ ff(X)dP as n---+ co 

for all bounded complex-valued functions} on C[0, l] that satisfy a Lipschitz cond1:­
tion of order one, then Xn converges weakly to X as n ---+ co . 

Proof.Letf(x) = expiuw(x,o),whereu E (-co, co)isfixed,andw(x,o) = 
sup11-s1<a I x(t) - x(s) I is the modulus of continuity of x E C[0, 1], with fixed 
o > 0. Using the inequality I ia - 1 I S / a I for real a, and the inequality 
I w(x, o) - w(y, o) I S 2 supo951 I x(t) - y(t) I, we obtain IJ(x) - f(y) I S 
21 u I supo5151 I x(t) - y(t) I, and since this holds for all u, we have by hy 0 

pothesis that w(Xn, o) converges ,veakly to w(X, o) as n ---+ co; in particular, 
Pn[w(Xn, o) ~· e]---+ P[w(X, o) ~ e] as n---+ co, fore > 0, which implies that 
{Xnl is tight (see [1], Theorem 8.2). 

Now let f(x) = exp i~J=1Ujx(ti), ,vhere t1, • • • , tm E [0, 1] are fixed, 
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u1 , • • • , Um E ( - co, co) are fixed, and x E C[O, 1]. Again using the inequality 
I ei" - 1 I S I a I we find I f(x) - f(y) I S };1-1 I Uj I SUP0<1<1 I x(t) - y(t) I, 
and since this holds for all u1 , • • • , Um , by hypoth;~ it follows that 
(Xn(t1), • • • , Xn(lm)) converges weakly to (X(t1 ,) • • • , X(tm)) as n - oo. 

Since the finite-dimensional distributions of Xn converge weakly to those of X, 
and { Xn} is tight, the lemma is proved (see [1], Theorem 8.1). 

LEMMA 2. For all bounded complex-valued functions f on C[O, 1] that satisfy a 
Lipschitz condition of order one, 

Tn};rE"fnf(Yn(w, r)) - f c[o,1ifdB as n - oo 

for P-almost all w. 

Proof. For O S k S n, define a random element Yn,k of C[O, 1] on 
(nX 'Yn, ij X CBn, PX Pn) as follows: for w E n, r E 'Yn, t E [O, 1], 

Yn,k(w, r; t) = 0, 0 S t S k/n, 

n- 112(Sj(w, r) - Sk(w, r)), t = J'/n,J· = k, • • ·, n, 

linear on [(j - 1)/n, j/n], j = k + l, • • • , n. 

For f satisfying the hypothesis of the lemma, let 

We will show that 

<Pn(w) = rn~rE"(J(Yn(w, r)), w En, 

<Pn,k( w) = rn};rE"(,.f( Yn,k( w, T))' w E n. 

l. P[cpn - <Pn,k,. - 0 as n - col = 1, with k,. - 00' k,.n- 112 - 0 as n - co. 
2. Ecpn,k,. - f c[o,1ifdB as n - co, with kn - co, k,.n- 112 - 0 as n - co. 
3. P[<Pn,k,. - Ecpn,k,.-oasn- 00 ] = 1, withkn = integerpartofn 113. 

These three steps clearly prove the lemma. 

Proof of l. I <Pn - <Pn,k I S Tn};rE"fn If( Yn( T)) - f( Yn,k( T)) I 
S MT"};rE"f,.supo~t:9 I Y,.(r, t) - Y,.,k(T, t) I 

S MT"};rE "In sup1~;:9cn -l/ 2 I s iC T) I 

S MT"n- 112~rE"(,.};8Er'En,r'~T, X(B) I 

= MT"n- 112~~=12"-i};eq; I X(B) I 

M -1/2 k z = n };i=l j, 

where Zi = Ti};eq; I X(B) I , j = 1, • • • , k, are independent, with EZi = µ 
• 2 2 

and Var Zi = T 3u, whereµ= EI X(O) I and rr = Var I X(O) I. 
Hence I <Pn - <Pn,k IS Mn- 112};~=1(Zj - µ) + Mµkn- 112, and since };j=l Var zj 

< co implies that };1= 1(Zi - µ) converges almost surely (see [7], p. 236), step 1 
is proved. 

Proof of 2. Ecpn,k = Ecp,. + E(cpn,k - cp,.), where clearly Ecp,. = Ef(Y,.(t,.)). 
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Since 'Pn and 'Pn,k are uniformly bounded, because j is bounded, then by step 1 and 
the Lebesgue dominated convergence theorem, E(cpn,kn - 'Pn) ---+ 0 as n ---+ oo. 

Now by Donsker's theorem (see [1], Theorem 10.1), Yn(.1n) converges weakly 
to Bas n---+ oo, and therefore Ecpn---+ J c[o,1ifdB as n---+ oo, and step 2 is proved. 

Proof of 3. LetAn,k = 'Pn,k - Ecpn,k, and TT= ~T'E,y~f(Yn,k(r')), TE 'Yk. 
TT , r E 'Yk , are independent and identically distributed, and 

An,k = Tn~TE')'k(TT - ETT); 

hence E I An,k 12 = T 2n+kE I Trk - ETrk 12 S T 2n+kE I Trk 12, and since f is 
bounded, say by K, E I T,k 1

2 S K 222<n-k), so that E I An,k 1
2 S K 2Tk. 

Since Tn''' < n- 2 for large n, by Chebyshev's inequality and the Borel-Cantelli 
lemma we have, for kn = integer part of n 113, P[I An,k,. I > e infinitely often] = 
0 for all e > 0, which finishes the proof. 
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