
ELEMENTARY PROPERTIES OF STRUCTURES OF SECTIONS1 

BY STEPHEN D. COMER 

Topological algebraic representation theorems of the following form are known 
for various classes .'.JC of algebraic structures ( cf., [1, 2, 4, 6, 9, 11, 13]). A subclass 
::m: of .'.JC is chosen and its members regarded as known; then .'.JC is shown to consist 
of all structures isomorphic to structures r(X, @5) of all continuous sections of 
sheaves where the stalks belong to ::m: and the base space X to a suitable class of 
topological spaces. r(X, @5) is a subset of the product ITxEx®., where eix is the 
stalk over x E X; if X has the discrete topology, r ( X, @:5) is the full product. The 
object of this note is to point out that there are situations where the topology 
on X is not discrete but where an analogue of the Feferman-Vaught results [7] 
hold, i.e., an elementary property of r(X, ®) can be reduced to properties of the 
stalks of@, and a property of a suitable structure of subsets ofX. 

Preliminary definitions are given in section 1. The main result (Theorem 1.1) 
is a generalization of the basic result 3.1 in [7] on generalized products. Some 
consequences of 1.1 are also given. In section 2 Theorem 1.5 is combined with 
known representation results of the form indicated above to establish the decida
bility of the theory of m-rings and the theory of Post algebras of order m. 

The results sketched in this paper were developed during 1970 and finally an
nounced in [5]. Since that time the author has learned that C. J. Ash has also 
obtained a decidability proof for Post algebras in addition to other interesting 
results ( cf. [3]). The author is grateful to Angus Macintyre for pointing out an 
error in the original manuscript. The author had originally asserted that condition 
( C) held for any sheaf of models of a model-complete theory. As Macintyre ob
serves in [12] the result should be for positively model-complete theories. Mac
intyre also observed an overlap between the results contained here for constant 
sheaves and the results [15, 16, 17, 18] on generalized limit powers and reduced 
powers. 
1. Let L be a first order language. A sheaf of £-structures is a triple (X, ®, '11") 

where ( i) X and @:5 are topological spaces, (ii) '11" is a local homeomorphism from @5 

onto X, (iii) 'll"- 1x = ®xis the universe of an L-structure@:5., for each x EX, (iv) 
for each individual constant a of L the map X--+ @3 that sends x E X to the value 
of a in @:5., is continuous, ( v) for each n-ary operation symbol f of L, n > 0, the 
map sending (so, • • • , Sn-1) --+ f(so, · • • , Sn-1) is a continuous function from 
U.,EX@5.,n (with the relative product topology inherited from @:in) into ®, and 
(vi) for each n-ary relation symbol R of L, { ( so, • • • , Sn-1) E U.,EX@5.,": Rso, • • • , 
sn-i} is a closed-open subset of U.,EX®x n. The structures @:5., are called the stalks 

of the sheaf. We assume throughout the paper that Xis a Boolean space. 
A section of a sheaf (X, @3, '11") of £-structures is a continuous map er: X--+ @5 

such that 7rcr is the identity on X. The set of all sections is denoted by r(X, ®). 

1 The author is grateful to the referee for his many valuable suggestions. 
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r(X, ®) can be made into an L-structure by using the operations and relations 
induced from the product Ilxex®x• 

Let LB be any first order language that includes the language for BA 's with 
symbols +, ·, - , 0, 1. For any Boolean space X, ~(X) denotes an LB-structure 
whose underlying Boolean part is the BA ~(X) of all closed-open subsets of X. 
In section 2 we will be particularly interested in the situation where Xis equipped 
with a sequence Uo, • • • , Uk-1 of distinguished open subsets. In this case ~(X) 
denotes the structure ( ([( X), I j) j<k where Ii is the ideal corresponding to U j• 

The following concepts are similar to those introduced in [7] for products. 
If 0 is an L-formula with free variables among the first n variable, (X, ®, 7r) 

a sheaf of L-structures, and er E r(X, ®) m where n ~ m ~ w, then set 

K/•re'J(er) = {x E X:®x I= O[er(x)]}. 

Notice that if 0 is a sentence, Ko x ,'i'J (er) does not depend on er; we denote the set 
by Kox,® in this case. 

A sequence t = (<I>, Oo, • • • , 0m_1) is called an acceptable sequence if each 0, is an 
L-formula and <I> is an LB-formula with free variables among the first m variables. 
A variable of L is called a free variable oft if it is free in at least one of the 0/s. 
An acceptable sequence is called standard if its free variables form an initial 
sequence of variables. An acceptable sequence t is called a partitioning sequence 
if the formula Oo v • • · v Om-1 and the formulas -, ( 0; I\ Oi) for i < j < m are 
logically valid. 

The elementary facts about these concepts can be derived in the same way they 
are established in [7] for products. In particular, a relation can be induced on 
r(X, ®) in the following way. If (X, ®, 7r) is a sheaf of L-structures, ~(X) an 
LB-structure, and t = (<I>, Bo, • • • Om-1) a standard acceptable sequence with n free 
variables, then an n-ary relation is defined on r(X, ®) by 

Q/i(X),® = {er E r(X, ®r: ~(X) I= <I>[Ke/·®(er), "•" , Kem-1X,@'J(er)]}. 

In the above definition, for er E Q/•-<x),re'J it is understood that each K 6/'re'J(er) 
must be closed-open. To guarantee this always happens we restrict ourselves to 
sheaves (X, ®, p,) with the property 
(C) for every L-formula 0 and every er E r(X, ®)"', Kex,re'J(er) is a closed-open 

subset of X. 
A theory Tis positively model-complete if, relative to T, every formula is equiva

lent to a positive existential formula. For the applications in section 2, as well as 
the realization that the results below have some content, it is important to ob
serve that condition ( C) holds in any sheaf of models of a positively model
complete theory (cf., Macintyre [12]). To see this, first notice that the continuity 
properties for sheaves imply Kex,re'J(er) is open for any atomic formula 0; hence 
it is also open for any positive existential formula 0. Relative to a positive model
complete theory both a formula and its negative are equivalent to positive 
existential formulas. Thus, K/·® (er) and its complement are both open as desired. 

For a sheaf (X, ®, 'll") satisfying condition (C), an LB-structure ~(X), and a 
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set Q of standard acceptable sequences, let Po( ~(X), @5) denote the structure 
(r(X<, ®-), Q/E.(x),®) 1rn, We call P0 (~(X), @5) a generalized structure of sections 
( sectional structure for short) and denote its language by £ 0 . Notice that when
ever Po( ~(X), @5) exist it is taken for granted that (X, @5, 1r) satisfies ( C). 

If f is an n-ary operation symbol of L, r = (Xo = 1, fvo ••• Vn-1 = Vn) is a 
standard acceptable sequence. For any sheaf (X, @5, 1r) of £-structures, Q1r,,<x>, ® 

is the nrary operation (defined as an (n + 1)-ary relation) on r(X, @5) that is 
defined pointwise from the operation f on each stalk. In a similar way a relation 
symbol of L can be assigned to a standard acceptable sequencer so that Q1 is just 
the relation on r(X, @5) inherited from the product of the stalks. Let~ he the 
set of all standard acceptable sequences that correspond to symbols in L. 
PooC ~(X), @5) is just the familiar £-structure of all sections of the sheaf (X, @5, 1r) 

mentioned earlier. Whenever Q includes 00, it is convenient to regard Lo as an 
extension of L. 

Whenever all the stalks of a sheaf are the same we have an analogue of "gen
eralized power". For an £-structure &, considered with the discrete topology, 
and a Boolean space X, let @5 = X X & with the product topology and 1r:@5-+ X 
the projection. The sheaf (X,@5, 1r) is called the constant &-sheaf over X. r( X, @5), 

denoted by r(X, &) in this case, with the pointwise definition of operations and 
relations is just isomorphic to the structure of all continuous functions from X 
into&. For & finite, the structures r(X, &) are known as Boolean extensions of 
& ( cf., [8], [10]). Sectional structures associated with constant &-sheafs are 
denoted as Po( ~(X), &) . 

Suppose JC is an isomorphism closed class of 2B-structures and grz; is a class of 
2-structures with the property that every sheaf (X, @5, 1r) of structures in grz; 
where ~(X) E JC satisfies (C). Let P0 (JC, grz;) denote the class of all Po( ~(X), @5) 

where ~(X) E JC and each stalk of@:i belongs to grz;_ If grz; = { &} , we shorten the 
notati~n to Po(JC, &). 

The main result dealing with generalized structures of sections is the following. 

THEOREM 1.1 There is an effective procedure that assigns to each Lu-formula cf> 
an acceptable (partitioning) sequence r = (<I>, Bo, • • • , Bm-1) with the "same'.' free 
variables as cf> such that for any sheaf (X, @5, 1r) satisfying (C), any LB-stru,cture 
~(X), and u E r(X, @:i)w 

Po( ~(X), @5) I= cf>[u] iff ~(X) I= <I>[K00(u), • • ·, Kem_/u)]. 

Consequently, if cf> is a sentence, so are B0, • • • , Bm-1 and thus¢ holds in Po( ~(X), 
@5) iff ~(X) I= <I>[Ke0 , • • • , Kem_J 

Proof. We proceed by induction on cf>. An atomic formula Q,v;, • • ·v;n is, by 
definition, related to an acceptable sequence ?" in such a way that the theorem 
holds. If cf> is assigned to (<I>, Bo, • • • , Bm-1), then -,cf> is assigned to (-,<I>, Bo, • • • , 
Bm-1) and if, in addition, ct>' is assigned to (cJ,', Bo', • • • , BK_/), then cf> " ct>' is as
signed to (g, /\ q,'(Xm, • .. , Xm+K-1), cf>o, "', Bm-1, Bo',·", BK'-i'). (cf., proof 
of 3.1 in [7]). 
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Before treating the existential quantifier, observe that a partitioning sequence 
(<l>', oo', • • · , Dm•-i') can be associated (effectively) with any acceptable sequence 
(<l>, Bo, • • • , Bm-1) so that they have the same free variables and that 

~(X) I= il>[Ke0 (0-), • • ·] iff ~(X) I= <I>'[Ke,0 (0-), • • ·] 

for all (X, @?, 1r), ~(X), and u. To do this, choose the 8/'s so that the Ke,.(ir)'s 
will be the atoms of the BA generated by the Ke;(ir)'s and choose <I>' as the re
statement of <I> in terms of these atoms. 

Now suppose q, = 3v.,cp' where q,' corresponds to a partitioning sequence r' = 
(<I>', oo', · • · , Bm-i') (use the above remark) with the property of the theorem. 
Lett= (<I>, Bo, • • • , Bm-1) where 8J = 3vk8/ forj < m and<I>(X0, • • • , Xm-i) is an 
LB-formula that says there exist elements Yo, • • • , Y m-i such that (a) Yo+ • • • 
+ Y m-1 = 1 and Y; ·Yi = 0 for all i < j < m, (b) Y; ::::; X, for all i < m, and 
(c) <I>'[Yo, · • • , Y m-1] holds. We claim f satisfies the theorem for q,. For o- E 
r(X, ®)"' and r E r(X, ®) let u/ be the sequence obtained by replacing irk by 
r in u. Now, if Po( ~(X), ®) I= (3v.,4>1 )[0-], there exist r E r(X, ®) such that 
~(X) I= il>1[Ke,0 (0-/), ···].By (C) and the choice of r' it follows that ~(X) I= 
tf>[Ke0( o-), • • ·] when we choose Y, = Ke,,( u/) for i < m. For the converse, 
assume ~(X) I= <I>[Keo( o-), • • • ]. Then there are closed-open subsets Yo, • • • ; 
Y m-i of X satisfying (a)-(c) with X, = Ke,(ir), i < m. For eachj < m, by (b) 
and the definition of K;i.k81(o-), Yi is covered by a fainily of closed-open sets. of 
the form K 8,J( u/). Since Yi is zero dimensional and compact; there is a partition 
Z 11, • • • Z JP; of Y; into closed-open subsets and sections r 11, • • • , TJP; such that 
(1) Z;, C Ke,,-(u,,-/) for all i, j. 
Defineµ on X such thatµ 1 Z Ji = T 1, 1 Z 1, for all i, j. The set of Z 1!s partition X 
soµ E r(X,®).Bythedefinitionofµand(l), 
(2) Y1 C Ke,;(ir/) for each j < m. 
Since the sets Yo, • · · , Y m-1 partition X (by (a)) and the sets Ke,o(ir/), • • • , 
Ke, m-, ( o-/) also partition X ( since r' is a partitioning sequence), ( 2) implies 
Y 1 = K 8,;(u/) for allj < m. Hence, (c) and the induction assumption imply 
P( ~(X), ®) I= t/,'[u/J, i.e., er satisfies 3v.,cp' in P( ~(X), ®) as desired. 

The last part of the above proof illustrates the technique of blowing up local 
properties of sections to global ones. ( cf., [13].) • • 

The fact that 1.1 includes (and extends) the main Theorem 3.1 of [7] can be 
seen as follows. Suppose (~ 1:j E I) is a sequence of £-structures. Let X be the 
space of all ultrafilters on I and (X, @?, 1r) the sheaf over X ·with stalks SF, for 
F E X, equal the ultraproduct Il~;/F. For each a E Il,Er~; define ira E r(X, ®) 
by u0 (F) = a/F for each FE X. The function that assigns a to <Ta gives an iso
morphism of a generalized product of (~;:j EI) in the sense of [7] with a sectional 
structure P 0 (~(X), @?). It is easily seen that (X, ®, 1r) satisfies condition (C) 
(use Los' Theorem) and the correspondence in 1.1 reduces to the one in 3.1 of [7]. 

Many of the standard consequences of the Feferman-Vaught reduction can be 
obtained from 1.1 as well. A form of 5.1-5.3 and 5.5, 5.6 of [7] are given below. 
The proofs are left to the reader. 
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THEOREM 1.2. If 0x is elementarily eq_uivalent to 0,,' for each x E X, then 
Pn(~(X), 0) is elementarily equivalent to Pn(~(X), 0'). A similar statement is 
true when "elementarily equivalent" is replaced by "elementary subsystem". 

It is interesting to note that 1.2 shows ThPrJ( ~(X), 0) does not depend on the 
topology of 0. 

THEOREM 1.3. If A and A' are elemenf,arily equivalent and ~(X) and ~(Y) 
are elementarily equivalent, then so are Pn( ~(X), 21:) and Pn( ~( Y), 21:'). 

THEOREM 1.4. Th{PrJ(~(X), 21:)} is decidable whenever Th{~(X)} and Th{21:} 
are decidable. 

THEOREM 1.5. If X is an isomorphism closed class of LB-structures with ThX 
decidable and mi is a class of L-structures with Thmi decidable, then ThPn(X, :m:) 
is decidable. 

The following is also of interest. 

THEOREM 1.6. If a sentence cf, holds in some member of Pn(X, mi), then cf, will 
hold in some Pn( ~(X), 0) where ~(X) E X and (X, ~, ?r) is a finite direct silm 
of consf,ant sheaves of members in mi. 

Proof. Suppose cf, corresponds to a partitioning sequence t = (<I>, 00, • • • , 

0.,._1) by 1.1 and Pn( ~(X), '.t) I= <ti for some ~(X) E X and a sheaf (X, '.t, ?r) of 
structures in mi. Lett = {j < m: Ke/'x ~ O}. Since tis a partitioning sequence 
for j E t there exist 21:i E mi such that 0 j holds in 2li while 0; fails in 21:j for i ~ j. 
Let (X, ~. ?r) denote the sheaf whose restriction, for eachj Et, to Xj = Ke/·x 
is a constant 21:i-sheaf over Xi. Then Ke/' c;; = Ke;x, <S for each i < m and 
Pn( ~(X), 0) I= <ti follows from 1.1. 

Suppose 7/ is a standard acceptable sequence with one free variable and Q is a 
set of standard acceptable sequences. The Lu-structure 

<Qr.<xJ, ® R) 
~ , /"; /";Efl, 

where Rr; is the restriction of Qr;r..cx)' ® to Q~c;,<X) • '°, for !: E n, is called a relativized 
sectional structure or the structure obtained by relativizing Pw ( ~(X), 0) to Q~ 
where rl' = Q U { 71}. Standard arguments ( cf., [7]) show that 1.1-1.6 remain true 
when sectional structures are replaced by relativized sectional structures. 

2. This section combines a few known sheaf-theoretic representation results 
with 1.5 to produce decidability results. The first applications 2.1-2.4 deal with 
Boolean extensions of certain finite structures 21:, i.e., members of P00(BA, 21:). 
2.1-2.4 can also be obtained using generalized limit powers and reduced powers 
( cf., [15, 16, 17, 18]). However, these techniques do not seem to yield 2.5-2.7. 

Since condition ( C) holds for sheaves of models of positively model-complete 
theories, the following lemma permits results from section 1 to be applied to 
constant 21:-sheaves for 21: finite. 
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LEMMA. If & is a finite L-structure, every L-f ormula cf, with free variables V;i, • • • , 

v;k is equivalent, relative to ThL{ &} , to a positive existential formula. 

Proof. Let L(&) denote the language obtained by adding the elements of & to 
Las constants. For each a E &k let fa denote the£( &)-formula (v;1 = a1) A•·· A 
(v;K = ax). Relative to ThLi!!J{ &} , cf, is equivalent to the disjunction of all fa's 
where a satisfies cf, in &. A positive existential £-formula equivalent to ct,, in 
ThL{ 2(}, is obtained by discarding the constants in favor of existential quantifiers. 

Since a finite & has a decidable theory and the theory of BA 's is decidable ( for 
example, see Rabin [14]), the above lemma and 1.5 yield. 

THEOREM 2.1. P00 (BA, &) is <lecidablefor every finite structure&. 

The other consequences of 1.1 apply to Boolean extensions as well. For ex
ample, if two BA 's are elementarily equivalent, so are the corresponding Boolean 
extensions of finite structure. It also follows that every Boolean extension of a 
finite structure has a decidable theory. Corollaries of 2.1 are given below. Similar 
special cases of the results mentioned above hold but will not be stated. 

A finite universal algebra, with more than one element, in which every func
tion is a polynomial is called a primal algebra. It is known ( [9), [IO]) that the non
trivial members of the variety generated by a primal algebra A coincides, up to 
isomorphism, with Pn0 (BA, &). 

COROLLARY 2.2. The theory of the variety generated by a primal algebra is 
<lecidable. 

If A is a finite chain with n elements considered as a distributive lattice, then, 
up to isomorphism, P 0 o(BA, &) is the class of all Post algebras with order n 
(see [1], [6]). 

COROLLARY 2.3. The theory of Post algebras of or<ler n is <lecidable. 

The work of McCoy and Montgomery [11] (see also [13]) shows, for each 
prime p, that the class of rings ( with 1) that satisfy xP = x and px = 0 coincides 
( up to isomorphism) with the class of all Boolean extensions of the field GF(p). 

COROLLARY 2.4. The theory of rings ( with 1) that satisfy xP = x and px = 0 
for a prime p is <lecidable. 

We improve 2.4 below. An m-ring (m > 1) is a ring with 1 that satisfies the 
identity xm = x. A sheaf (X, 10', 1r') is a subsheafof (X, 10, 1r) if 10' is open in ®, 
each stalk ®x' is a substructure of /0,,, and 1r' equals 1r restricted to 10'. A basic 
representation theorem for p' -rings given in Arens, Kaplansky [2] ( also see [13]) 
states that every countable such ring is isomorphic to r(X, ®) for some Boolean 
space X and subsheaf (X, 10, 1r) of the constant GF(p")-sheaf over X. Such rings 
turn out to be relativized sectional structures. 

In order to use the Arens, Kaplansky result to obtain decidability we need the 
following application of the relativized form of 1.5. 
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THEOREM 2.5. For a finite structure A, Th { r(X, @5): (X, ®, 1r) is a subsheaf 
of a constant SJX-sheaf over a Boolean space X} is decidable. 

• Proof. Suppose 2£ is a fixed finite L-structure. Fix a one-to-one enumeration of 
the elements 0£ 2£, say ai for i < m, and an enumeration of the substructures of 
2£, say 2(; for i < k. Let LB denote the language for BA's with k distinguished 
ideals. Let KR consist of all structures (m, Ii);<k where mis a BA, each[; is an 
ideal of m, and (i) ]; C Ii whenever ')Xi C SJX;, (ii) llB belongs to the ideal gen
erated by U { 1,: i < k}, and (iii) 1. n I; = Ii whenever SJXi is the substructure 
generated by 2£. U SJX;. Since these axioms can be expressed in LB, Th KR is a 
finitely axiomatizable extension of the theory of BA 's with a sequence of dis
tinguished ideals. Since the latter is decidable (by Rabin (14]), Th KR is decidable. 

Suppose (C(X), Ii)i<k E KR where (X, U.),<k is a Boolean space with open 
subsets U, corresponding to the ideals l;. If®' = Ui<kU, X A; and 1r' (x, a) = x, 
it is easy to see that (X, ®', 1r') is a subsheaf of the SJX-constant sheaf over X. On 
the other hand, for any subsheaf (X, ®', 1r1) of the 2£-constant sheaf over X, let 
u. ~ {x EX: ')Xi C ®'.:}. Then ui is an open subset of X, @51 = ui<kui X SJ1;, 
and (<[(X), Ii);<k belongs to KR where l; is the ideal corresponding to U;. Thus, 
members of KR correspond to subsheaves of constant 2£-sheaves. Moreover, sup
pose (X, ®, 1r) is a constant ~-sheaf, (X, ®', 1r') a subsheaf determined by open 
subsets U;, i < k, and o- E r(X, @5). Then o- E r(X, ®') if and only if, for each 
ai E ~, Kvo=a/' '\ <Y) <;;;; U { U J; a; E SJXJ}. Let r, = (cf?, Oo, • • • , Om-1) where 0; is 
v0 = a; and <I> is the conjunction, for i < m, of LB-formulas stating that Xi is 
contained in the ideal generated by U {1 i: a, E SJXA. Observe that 0; is a formula 
in the language L ( ~) obtained from L by adding the elements of ~ as constants. 
The above shows that r(X, @51 ) = Q~rs,<x) • 15• Let no be the set of standard accepta
ble sequences corresponding to the symbols in L and fJ.1 = 00 U { r,}. Hence the 
class of £-structures obtained by relativizing members of Pw(KR, SJX) to Q~ is 
exactly the class of all r(X, ®') where (X, ®', ?T1

) is a subsheaf of a constant 
~-sheaf over a Boolean space. Since Th KR is decidable and ThL(W.) { SJXJ is decidable 
( and positively model-complete), 2.5 follows from the relativized version of 1.5. 

The Arens, Kaplansky result mentioned earlier yields the following corollary 
to 2.5. 

COROLLARY 2.6. The theory of p'-rings is decidable. 

For a given m > I and prime power pc, the class R(p', m) of all p•-rings 
satisfying xm = x has a decidable theory as a consequence of 2.6. Standard facts 
about m-rings (see [13]) show that every m-ring is a product of p'-rings ( that are 
also m-rings) for a finite number of prime powers p' that can be calculated. 
Pm = {p': p' - I divides m - l} is finite. Thus, the class of m-rings coincides, up 
to isomorphism, with the class of all finite products of rings in U {R(p", m) :p' E 
Pm}. The following is a consequence of these observations and the standard 
Feferman-Vaught results about products. 

COROLLARY 2.7. Form > I, the theory of rn-rings is decidable. 

VANDERBILT UNIVERSITY 
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