
COt{STRUCTION OF SOME NORMED MAPS 

BY JoSE ADEM 

1. Introduction 

Let R be the real field and RP the standard vector space over R, whose ele
ments are the ordered collections x = (xi, • • • , Xp), where each Xi E R. As 
usual, the norm n( x) is defined by the quadratic form 

n(x) = x/ + · · · + xt 

A bilinear map ct,: RP X Rq - Rr is said to be a normed map if 

(1.1) n(xy) = n(x)n(y), 

for all x E RP, y E Rq, where xy = cp(x, y). 
The product of the classical algebras of complex, quaternion and Cayley 

numbers, respectively, R2 X R 2 

- R2, R4 X R4 - R4 and R 8 X R 8 

- R8, are 
normed maps. One generalization of these is the family of the Hurwitz-Radon 
maps ([6], [8], [14]) 

(1.2) Rp(r) X Rr - R", 

for r = 1, 2, • • • , where p(r) is defined as follows. Write r == '2"'+b(2¾ + 1) 
with 0 ::; b :::; 3, then p(r) = Sa + 2b. As it is well known, the maps (1.2,) are 
all normed maps; and for r = 1, 2, 4, 8 they agree with the classical algebras. 

Another generalization different from (1.2) is obtained, if we proceed as 
follows. First, consider the algebra structure in further dimensions. In general, 
this implies that property (1.1) is lost. Then, take restrictions to subspaces 
where (1.1) holds. The purpose of this paper is to develop Sl!lch method, which 
will be outlined in the next paragraphs. 

The construction of the Cayley algebra by means of couples of quaternions, 
introduced by Dickson in [5], sets an iterative pattern known as the Cayley
Dickson process. This was used by Alpert in [3] to construct a sequence of al
gebras, R = ao C a1 C ••• ar C • • • ' where each ar is of dimension 2' over 
R, and has as elements the set of all ~rder~ pairs (x, y), for x, yin ar-1. 

The first algebras G.1 , G.2 and G.s are the complex, quaternion and Cayley 
numbers. For r > 2, the ar's are· not associative, ".however, it was later proved 
by Schafer in [15] that all of them are flexible, which means some sort of restric
tive associativity ( see ( 2. 7) )'. • We have the usual relation n( x) = xx, where 
xis the conjugate of x, and the trace is defined by t(x) = x + x. 

The product of ar induces a bilinear product Rm X Rm- Rm, where m = 2•. 
Let x, y E a. with x = (x1, x2), y = (y1, Y2), where x1, x2, Y1, Y2 are elements 
of a,._1. In general, for r > 3, we have n(xy) ¢. n(x)n(y). Suppose that each 
of the terms n(X1Y1), n(x1y2), n(X2Y1) and n(X2y2) fulfills the condition (1.1). 
Then, using the flexibility property, we can prove that n(xy) satisfies (1.1) if 
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and only if 

(1.3) 

where (y1, X2, y2) = (y1x2)Y2 - Y1(X2Y2) is the associator. 
We will illustrate how this is used. With the algebra G,4 we get a multiplication 

R16 X R16 - R16• If R10 c R16 is the subspace formed with the elements (x, u), 
where x is a Cayley number and u a complex number, then the restriction 
cJ,:R10 X R10 - R16 is a normed map. In fact, if w1 = (x1, u1) and w2 = (x2, u2) 
are elements of R10 as above, then the associator (x2, u1, u2) = 0, hence (1.3) 
is satisfied and cJ,(w1, w2) = W1W2 defines a normed map, as asserted.* 

This paper is almost self-contained. At the beginning, the results are developed 
for an arbitrary field and after section 3, we assume that the field has character
istic different from two. In section 6 we set a list of particular normed maps 
( ( 6.2), ( 6.13)), derived from some results previously established in section 5. 
In section 7 we give some general formulas, obtained by iterating the con
structive steps developed in section 5. In section 8 some open problems are 
presented and. discussed. Finally, in the appendix, some identities are set for 
the associator, in .order to give more transparent proves of some results of Albert 
and Schafer. 

2 .. Algebras constructed by the Cayley-Dickson process 

Let a be an algebra with unity element 1, having dimension mover a field F, 
and suppose that a has an involution (involutorial antiautomorphism), that is, 
a linear ~pera.~oi-x - x .on a, where xis called the conjugate of x, satisfying 

xy = fix, X = X 

for all x, y in a, and 

(2.1) x + x = t(x)l, xx = xx = n(x)l, 

where the elements t(x), n(x) are in F for all x in a, and are called, respectively, 
the trace and the norm of x. 

By the Cayley-Dickson process we construct, for a fixed 8 -;,if. 0 in F, an al
gebra CB = a( 8) of dimension 2m over F, having as elements the set of all ordered 
pairs w = (x, y), for x, y in a, with addition of pairs and multiplication by scalars 
defined componentwise, and with multiplication of pairs w1 = (x1, y1), w2 = 
( X2 , Y2), defined by 

(2.2) w1w2 = (x1, y1)(x2, Y2) = (x1x2 + Ofi2Y1, Y2X1 + Y1i2). 

Identifying the pairs (x, 0) with the elements x, a can be regarded as a sub
algebra of CB, and the element 1 = (1, 0) is a unity element for (B. 

We can easily verify that the mapping 

(2.3) w = (x, y) - w = (x, -y) 

* This normed map was first given by Lam in [11; p. 424]. Lat.er, using matrices, he also 
constructed our normed map R12 X R12 --+ R26 (see (6.7)). 
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is an involution of (B, and we have . 

(2.4) t(w) = t(x), n(w) = n(x) - Bn(y). 

Define the commutator and the associator, respectively, by 

[x, y] = xy - yx, (x, y, z) = (xy)z - x(yz). 

Since these expressions are linear in each argument, using the identity w 
-w + t(w)l, it follow.s that, with a possible change in sign, any bar can be 
removed. In this form we obtain 

(2.5) 

(2.6) 

[x, y] = -[x, y] = -[x, y] = [x, y], 

(x,y,z) = -(x,y,z) = (x,y,z) = •··. 

An algebra a over Fis alternative if (x, x, y) = 0, and (y, x, x) = 0, for all 
x, y in a. In an alternative algebra the associator is skew symmetric in its three 
variables ( [16; p. 27]). Then 

(x, y, z) = - (y, x, z) = (y, z, x) = • • • 

An algebra is flexible if 

(2.7) (x, y, x) = 0 

for all x, yin a. An alternative algebra is flexible, but the -converse is not-neces-
sarily true. In a flexible algebra we have ([16; p. 28]) • 

(2.8) (x, y, z) + (z, y, x) = 0. 

Let 81, • • • , Bk be k given elements of F, where each Bi -,,t:. 0. Beginning with 
<xo = F, where x - x = xis the identity transformation on <xo, by the Cayley
Dickson process we construct <x1 = <xo(81), <x2 = <x1(82), · • • , ak = ak_1(8k), 
where each 

(2.9) 

is a 2r-dimensional algebra over F. 
a1 , a2 and a3 are, respectively, algebras of generalized complex, quaternion 

and Cayley. numbers. As it is known, a1 is associative and commutative, a2 is 
associative but is not commutative and as is alternative but not associative. 

Albert has established (see (9.5)) that Ctr:== Ctr-1(Br) is alternative if and only 
if Ctr-l is associative. Therefore, Ctr is not alternative for all t > 3. 

Schafer has proved (see (9.6)) that Ctr = Ctr-1( 8) is flexible if and only if 
Ctr-l is flexible. Consequently, all the algebras Ctr are flexible. 

3. Some properties of the trace and the norm 

The definition of the trace trivially implies that t(x) is linear and that t(x) 
= t(x). We also have t(xyJ = t(yx). This holds since it is equivalent to the 
identity [x, y] = [x, y] already stated in (2.5). 



62 JOSE ADEM 

The following property, established by Schafer ([15; p. 437]), will be useful 
If a is a flexible algebra, then 

(3.1) t(x, y, z) = 0 

for all x, y, z in a. 
The proof is the following: 

t(x, y, z) = t((xy)z) - t(x(yz)) = (xy)z + z(yi) - x(yz) - (zy)i 

= (x, y, z) - (z, y, x). 

Now, using first (2.6) and then the flexibility law as stated in (2.8), we get 
(z, y, i) = -(z, y, x) = (x, y, z), and this ends the proof. 

Similarly to the trace, the definition of the norm implies that n( x) is a quad
ratic function. We have n(x) = n(i) and n(>.x) = >.2:n(x) for>. E F. 

If fi is a flexible algebra, then 

(3.2) n(xy) = n(xy) = n(yi) = n-(yx), 

for all x, yin a. 

To prove this, we begin with the identity 

(xy)(yz) = (xy)(yz) - (x, y, z)t(y), 

that follows trivially from y = -y + t(y). Then, substitute z = i and use 
flexibility to obtain (xy)(yi) = (xy)(yi). But this is n(xy) = n(xy). Now, 
using 'n(w) = n(w), it gives n(xy) = n(yi) and interchanging x and yin the 
first equality yields n(yx) = n(yx). This :finishes the proof of (3.2). 

Another result we will need is 

(3.3) 

This follows immediately from the expansion of (z1 + z2) (z1 + z2). 
The next lemma is essential to our construction of norm-preserving maps. 

LEMMA (3.4). Let a,. = a,-1(0) be as in (2.9) and suppose that w1 = (x1, Yi), 
w2 = (x2, Y2) are given elements in a,., where {heir components X1, X2, 'f/1, Y2 in 
a,_1 satisfy the following coodiJ,ions: 

n(x1x2) = n(x1)n(x2), n(Y1Y2) = n(y1)n(y2), 

n(X1Y2) = n(x1)n(y2), n(y1x2) = n(y1)n(x2). 

Then, we have 

(3.5) n(w1w2) = n(w1)n(w2) + Ot[x1(x2, Yi, Y2)]. 

Proof. Form the product w1w2 as in (2.2) and then consider n(w1w2) as in 
(2.4), to get 
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Then, first use (3.3) to expand the terms and after that remove bars and _change 
the order according to (3.2), so as to have 

2 n(w1w2) = n(x1x2) + 8 n(y1y2) - 8n(x1y2) - 8n(Y1X2) + 80(w1, w2) 

where 
fJ(w1, w2) = t[(x1x2HiiiY2)] - t[(X2:ii1HY2X1)]. 

Now, use the assumptions n(x1x2) = n(x1)n(x2), etc. in the above expression, 
to obtain 

n(w1w2) = [n(x1) - 8n(y1)][n(X2) - 8n(y2)] + 80(w1, w2) 

= n(w1)n('w2) + 80(w1, W2). 

Finally, we will prove that fJ(w1, w2) is as required in the lemma. From (3.1) 
and t(xy) = t(yx), we get t[(x1X?.)(Y1Y2)] = t[x1(x2(:ii1Y2))], and t[(x2:ii1HY2X1)] 
= t[( (X2:ii1)Y2)x1] = t[x1( (X2:ii1)Y2)], therefore, 

0(w1, w2) = -t[x1(x2, :iii, Y2)] = t[x1(x2, Yi, Y2)], 

and this ends the proof. 

We will show that fJ(w1, w2) has several symmetries. Directly from the flexi
bility law, we have t[(x1(X2, Y1, Y2)] = -t[x1(Y2, Yi, x2)]. Then, from n(w1w2) 
= n(w2w1), it follows that 0(w1, w2) = fJ(w2, w1), hence 

t[x1(X2, Yi, Y2)] = t[X2.(X1, Y2, Y1)]. 

For simplicity, let a = xi , b = Yi , c = X?. , d = Y2 . An alternative use of the 
above two identities, gives 

t[a(b, c, d)] = t[b(a, d, c)] = -t[b(c, d, a)] = -t[c(b, a, d)] 

= t[c(d, a, b)] = t[d(c, b, a)] = -t[d(a, b, c)] = -:-t[a(d, b, c)]. 

4. A normalized basis 

Assume that the characteristic of F is not two. A~ in the known cases of the 
complex, quaternion and Cayley algebras, Schafer has shown ([15; p. 439]) 
that a normalized basis may also be chosen for the general Ctr , as follows. 
Let m = 2r. Then, there is a basis 1, e1 , • • • , e,,._1 for Ctr such that, for all 
1 :$ i,j :$ m - 1. 

(4.1) 

(4.2) for i 'F- j, 

where a, 'F-0, fJ;,; 'F-0 are elements of F depending on 81 , • • • , Br , and Ek 'F-1 
is an element of the basis uniquely determined by the elements e,, e; and differ
ent from them. 

The existence of the basis is proved easily by induction, as follows. Start with 
the basis 1, e1 = (O, 1) for Ct1, then e/ = a11 where a1 = 81 'F-0. Now, let a 
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normalized basis 1 = eo , e1 , • • • , e,,._1 be given for a,. c a,.+1 . By adding to 
the elements of this basis, the new elements Ei = (0, Ei-m) for i = m, m + 1, • • • , 
2m - 1, we obtain a normalized basis for ar+i, as we may readily verify. 

From (2.3) and the form Ei = (0, Ek) of the elements of the basis, it follows 
that E; = - e;, for all i ¥- 0. Then, if x = a 01 + ~a;e, where ak E F, we have 
x = a01 - ~a;e; , t( x) = 2ao , and using ( 4.1), ( 4.2) we get that 

(4.3) 

Clearly, the elements a; can be made explicit, if necessary. For example, if 
a2 = F(81, 82), for x E a2, we have, 

(4.4) 

and if aa = a2(8a), for x E aa, we obtain, 

( 4.5) n( x) = a/ - 81ai2 - 82022 +. 8281022 - 8a[a/ - 81al - 82a6 2 + 8281a.,2] 

The quadratic forms (4.4), (4.5) are, respectively, the norms of generalized 
quaternion and Cayley numbers. 

Let Fm = F X • • • X F be the vector space over F constructed as them-fold 
product. If to the element x E a,. we assign its ordered components as an ele
ment (a0 , • • • a,,._1) E Fm, we set an induced bilinear product 

(4.6) 

so that ·a,. and Fm become isomorphic as involutorial algebras over F. Under 
this isomorplµsm, the normalized basis of ar and the canonical basis of Fm are 
associat~d as follows: eo - (1, 0, • • • , 0), • • • , Em-1 - (0, • • • , 0, 1). We will 
make extensive use of this isomorphism. 

Finally, Schafer proves (loc. cit.) that, even though a,. is not alternative for 
r > 3, the alternative law is fulfilled by all the elements in the normalized basis. 
That is, ( e,, e,, e;) = ( e;, e,, e,) ~ 0. This is established using properties 
( 4.1), ( 4.2) of the basis, and we refer to his paper for a proof. 

Here, this result is used as follows. Since the associator is linear in each vari
able, we have (e,, e,, z) = (z, e;, e,) === 0 for all z E-a,. Let x = aol + a;e; 

• and y = b01 + b1e;. A direct computation gives (x, y, z) a;bJ(e;, e;, z), 
(z, x, y) = aibJ(z, e;, e;). Consequently, for any z, we have 

(4.7) (x,y,z) = (z,x,y) = 0, 

In particular, this holds if x and y are "real" or "complex numbers". 

5. Normed maps 

if i = j 

Under the isomorphism shown in the preceding section, identify the algebra 
a, with F~, them-fold product of F, where m = 2'. For convenience, an element 
x of a, will be considered indistinctly as an element x of Fm. Regard Fm as a 
vector space over F and let FP C Fm be a subspace formed by taking certain p 
factors of Fm. This is equivalent to specify p elements. of the basis eo, • • • , e,,._1 . 
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Clearly, the notation FP is ambiguous but it will be made more precise when 
necessary. 

Assume that the unity 1 = Eo is always contained in all the subspaces to be 
considered. Then, if x E FP, by (2.1), this assumption implies that x E FP. 

Let 

(5.1) 

be a restriction of the bilinear map (4.6), where FP, Fq and F" are three sub
spaces of Fm. Given x E FP and y E Fq we will show that xy = q,(x, y) and 
yx = q,(y, x), are both in the same subspace F'. In fact, since x E FP and 'fi E Fq, 
it follows that xy E F', but xy =, yx therefore, yx E F' and consequently, 
yx E F'. 

The bilinear map q, is called a normed map if 

(5.2) n-(xy) = n(x)n(y) 

for all x E FP and y E Fq. Here, the norm in each subspace is the one obtained 
by restricting the expression ( 4.3) to the elements of the normalized basis 
spanning that subspace. 

Le.ta. = Ctr-1(0.) and x = (x1, Yi), y = (x2, y2) two elements of a. where 
the components x1 , X2, Y1 , Y2 are in Ctr-1 and satisfy the conditions of (3.4). 
Then, according with (3.5), q, is a normed map if and only if 

(5.3) e(x, y) = t[x1(x2, Y1, Y2)] = 0. 

If p = q = s = m, the condition (5.2) means that a. is a normed algebra. 
For r ::; 3 we always have e(x, y) = 0, since (x2, Y1, Y2) = 0. If r > 3, Ctr-1 
is not associative, hence we can find elements ~·, Y1, Y2 in Ctr-1 such that (x1, 
Y1, Y2) ¢ 0. By (3.1), the trace of an associator is zero, then, from (4.1), (4.2) 
it follows that, for some i > 0, there exists x1 = Ei such that (:) ( x, y) ¢ 0. Conse
quently, the algebra a. constructed by the Cayley-Dickson process is a normed 
algebra if and only if r = 0, 1, 2, 3. In particular, for r = 2, 3, we get the normed 
maps F4 X F4 - F4 and F8 X F8 - F 8, where the norm is given, respectively, 
by (4.4) and (4.5). 

Now, to study normed maps, we establish the following two lemmas. 

LEMMA (5.4). Given a normed map q,:FP X Fq - F", restriction of Fm X Fm 
- Fm, we can always construct the following normed maps: 

(5.5) 

(5.6) 

tl,1:FP+l X p2q - p2•, 

4'2:F2p X pq+l - p2•, 

where both are restrictions of F 2m X F 2m - p 2m. 

Proof. Let w1 = (x1, f), w2 = (~, Y2) with x1 E FP, X2, Y2 E Fq and f E F 
where F = a0 • Consider the product 

W1W2 = ( X1 , f) ( X2 , Y2) = ( X1~ + O'fiJ, Y2X1 + fi2) 
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and since f E FP n Fq, we have that each of the two components of w1w2 belongs 
to F', then w1w2 E F2•. Also the hypotheses of (3.4) are fulfilled and 0(w1, w2) 

= 0, since ( x2 , f, Y2) = 0. Therefore, the product W1W2 defines the normed map 
(5.5). Similarly, the map (5.6) is established. 

Let Ei be a fixed element of the normalized basis, where O < i < m. Consider 
u = /1eo + /2e;, and v = faeo + f4e,, where the/k's, fork= 1, 2, 3, 4, are arbitrary 
elements of F. If Ei = e1, then u, v are "complex numbers". 

Define the set Q(FP, Fq, e,) C Fm by 

Q(FP, F\ e,) = {vx + uy Ix E FP, y E F\ all u, v}, 

and let FA be the smallest subspace of Fm containing Q(FP, Fq, ei). It can easily 
be shown that the number X = X(FP, Fq, e,) depends not only of p and q, but 
also of the particular subspaces FP and Fq under ~onsideration. 

LEMMA (5.7). Let ct,:FP X Fq - F' be a normed map obtained as a restriction 
of Fm X Fm - Fm. Assume that Ei E. Fp n Fq. Then, there is a normed'map 

(5.8) c1>a:FP+2 X Fq-t2 - F'+\ 

obtained as a restriotion of F2m X F2m - F2m, where X = X(FP, Fq, Ei) is the number 
defined above. 

Proof. Take W1 = (x1, u) and W2 = (x2, v), where X1 E FP, X2 E F" and u, v 
are as before, and form the product 

W1W2 = ( X1X2 + fJvU, VX1 + UX2). 

Since e~, e,. E FP n Fq, it follows that iiu E F', hence, the first component of 
w1w2 belongs to F', and by definition the second component of W1W2 is in F\ 
therefore w1w2 E F'+A. The assumptions made in the lemma assure that the 
hypotheses of (3.4) are fulfilled. Also, 0(w1, w2r = 0, since, by (4.7), we have 
(x2, u, v) = 0. Consequently, the product W1W2 defines the map (5.8). 

From these lemmas we get the following 

COROLLARY (5.9). Let ct,:FP X Fq - F' be a normed .map obtained as a restric
tion of lj'm X Fm - Fm. Then, there is a normed map 

(5.10) 

Proof. Starting with cf,, from (5.5) and (5.6), we first get FP+l X F2q - F21 

and then F2P+2 X F2q+l - F4', where this last map is a restriction of F4m X F4m 

- F4m. If x E F2P+2 and y E F2"+1, we can represent these elements by 

where x1, x2 E FP, Yi, Y2 E Fq and /1, h, fs E F. Now, use (5.7) with u = 0 
and v = /4e 0 + /sE2m where, Eo = ((1, 0), (0, 0)) and E2m = ((0, 0), (1, 0)). 
Then, (x, 0)(y, v) = (xy, vx), and a direct computation of 

vx = ( (/4, 0), Us, 0)) ((xi, /1), (x2 ,h)) 
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shows that vx E F211+2• Since, xy Er•, the product (x, O)(y, v) defines the map 
(5.10), and this ends the proof. 

6. Construction of some normed maps 

In order to have a simple and uniform statement about the norm used in 
every subspace F11 of Fm, from now on, we make the following assumption. The 
elements 01 , • • • , 0, of F empl,oyed to construct the G,,.'s are all equal to -1. Hence, 
by induction, it follows easily that el = -1 and that a, = -1, for i = 1, • • • , 
m - 1 (see ( 4.1)). Consequently, if x = ( xi , • • • , Xm) is an element of Fm, 
from (4.3), we have that 

(6.1) 

is the usual norm. Then, a normed map is a bilinear map fulfilling, for the usual 
norm, the norm condition (5.2). All our maps will be obtained as restrictions of 
Ci, X G,, - Ci,, for a suitable r. 

THEOREM (6.2). We have the folwwing normed maps, gotten as restrictions of 
Ci, X Ci, - Ci, , for r = 4, 5. 

(6.8) F11 x F20 - r2, 
(6.4) FlO X FlO - Fl&' (6.9) F13 X F13 - F28, 

(6.5) F10 X Fs2 - Fa2, (6.10) Fn X Fu - F2s, 

(6.6) F 18 X F 17 - F 32, (6.11) F10 X F 15 - F 81, 

(6.7) F 12 X F 12 - F26, (6.12) F 12 X F14 - F 31. 

Proof: Start with the Cayley multiplication F8 X F8 - F8 as a normed map. 
Using the construction (5.5), we immediately get (6.3). Again, applying (5.8), 
with E, = E1, we have A = 8, and (6.4) follows. 

Now, with ( 6.3) already as a normed map, and applying to it the constructions 
(5.5) and (5.6) we, respectively, obtain (6.5) and (6.6). 

Again, applying the construction (5.8), with E, = Et, to the map (6.4), it can 
be easily verified that we get A = 10, and hence, (6.7) follows. 

The map (6.8) is obtained by using the construction (5.5) in (6.4). 
The map (6.9) is a restriction of (6.6). We will show directly how it is con

structed. Let w1 = ((x1, q1), (!1, O)) and w2 = ((X2, f2), (q2, O)) be two ele
ments, where Ji, /2 E Cio = F, qi , q2 E Ci2 and x1, x2 E G.s . The W1 and w2 repre
sent, respectively, the form of the elements in the left and in the right factor of 
F13 X F13. Set Yi = (xi, qi), Y2 = (x2, f2), z1 = (!1, O) and z2 = (q2, O). Then, 
w1 = (Yi, z1) and w2 = (y2, z2). Obviously, we have all the conditions of (3.4) 
fulfilled and also e(w1, w2) = 0. The product W1W2 defines the map and we only 
need to prove that W1W2 E F28. We have 

W1W2 = (y1 , z1) (y2 , z2) = (Y1Y2 - Z2Z1 , Z2Y1 + Zl'ih), 

and Y1Y2 - Z2Z1 E F 16. Now, for the second component we have z2y1 + z1fh = 



68 JOSE ADEM 

( q2x1 + f1x2 , q1q2 - JJ1), therefore, Z2Y1 + zifh E F12, and this ends the proof of 
(6.9). 

The map ( 6.10) is constructed as follows. Set, W1 = ( ( x1 , u1), (f, 0)) and 
W2 = ( (x2, u2), (q, 0)), wheref E F, u1, u2 E <x1, q E <x2 andx1, X2 E <is. Clearly, 
w1 E F 11 andw2 E F14.Ify1 = (x1,u1),Y2 = (x2,u2),z1 = (f,0) andz2 = (q,0), 
then W1 = (Y1, z1) and W2 = (Y2, z2), Again, we have all the conditions of (3.4) 
fulfilled and O(Wi, w2) = 0. As before, the product W1W2 defines the map and 
we only need to verify that W1W2 E F28• This follows similarly to the preceding 
case and the proof is omitted. 

To construct (6.11), represent the elements w1 E F10 and w2 E F15, as follows: 
W1 = ( (x1, u1), (!1, O)) and W2 = ( (x2, u2), (q, !2) ), where !1, !2 E <xo, u1, 
u2 E <x1, q E <x2 and x1, X2 E <xs, with the last component of x1 (i.e., the co
efficient of er) always equal to zero. 

Set Y1 = (x1, Yi), Y2 = (x2, u2), z1 = (!1, O) and z2 = (q, !2). Then, w1 = 
(Y1, z1) and w2 = (Y2, z2). The conditions of (3.4) are fulfilled and O(w1, w2) 
= 0, hence, the product W1W2 defines a normed map. 

To show that w1w2 E Fs1, as before, consider the two components of W1W2 
= (y1, z1)(y2, z2). The first component Y1Y2 - z2z1 E F16. From the second 
component, with a further expansion, we get 

Z2Y1 + z1fh = ( qx1 - u1h + f1x2 , u1q + f2X1 - uJ1), 

where u1q + h(i1 - uJ1 E F7, since the last component of f2x1 is zero. Therefore, 
Z2Y1 + z_1y; E F15, .and this ends the proof of (6.11). 

For (6:12), represent the elements W1 E F10 and W2 E F14, as follows: W1 = 
( (x1, q1), (!1, O)) and W2 = ( (x2, h), (q2, fs) ), where Ji, !2 E <xo, q1, q2 E <x2 
and x1, x2 E <x3 , with the last component of x1 equal to zero. We skip the rest 
of the proof, since it is similar to the one given for ( 6.11). 

ToEOR:EM (6.13). We obtain the following normed maps, as restridions of 
<xr X <x, - <x, , for r = 6, 7. 

(6.14) Fll X F64 - F6', (6.22) F20 X F1u _ F58, 

(6;15) F20 X Fas _ Fs', (6.23) F1u X F1u _ Fss, 

(6.16) F1u X Fs' _ Fs', (6.24) F22 X F2s _ Fas, 

(6.17) Fas X Fis _ Fs', (6.25) F2, X F2s _ Fus
1 

(6.18) F22 X F21 _ Fs', (6.26) F2a X F2a _ Fu•, 

(6.19) Fis X F2' _ Fs2
1 (6.27) F2s X F2s _ F104, 

(6.20) Fu X F2s _ Fss, (6.28) F2s X F21 _ F112, 

(6.21) Fl8 X F19 - F50, (6.29) Fa1 X Fas_ F12s_ 

Proof. Applying the construction (5.5), respectively, to (6.4), (6.6), (6.7) 



CONSTRUCTION OF SOME NORMED MAPS 69 

and (6.9), we get (6.14), (6.16), (6.19) and (6.20). In the same way, using 
the construction (5.6), respectively, with (6.5), (6.6) and (6.8), we obtain 
(6.15), (6.17) and (6.18). Again, from (5.5) and (6.17) we have (6.29), and 
with (5.6) on (6:19) and (6.20), we get (6.27) and (6.28). 

The construction (5.10) applied to F8 X F8 - F8 and to (6.4), gives, respec
tively, the maps (6.21) and (6.24). 

To establish (6.22) we use (5.8), with Ei = e1 , on the map F18 X F17 - F32, 

given by (6.6). If w1 E F18 and w2 E F17, we have w1 = ((x1, Ji), (x2, h)) and 
W2 = ((xs, X4), Us, O)), where Ji, h, is E G.o and X1, X2, Xs, X4 E G.s. Then, 
if u, v E G.1, we have that vw1 + uw2 E F26, consequently, A = 26 and (6.22) 
follows. 

To prove (6.23), restrict (6.6) to F17 X F 17 - F32, by taking w1 = ((x1, Ji), 
(x2, O)) and w2 as above. 

Now, using the construction (5.8) on this restriction, we get that 
24 • 

vw1 + uw2 E F , therefore A = 24 and ( 6.23) follows. 
As before, using (5.8), with e, = E1, on (6.18) and on its restriction F21 X 

F21 - F 64, the cases (6.25) and (6.26) are proved in a similar form. We omit the 
details and this ends the proof of ( 6 .13) . 

The following is a table of the first bilinear normed maps of the form FP X FP 
- F", known to exist. 

(6.30) Normed maps of the form FP X FP - F' 

p s p s p p s 

1 1 9 16 17 32 25 104 
2 2 10 16 18 50 26 112 
3 4 11 26 19 56 27 112 
4 4 12 26 20 64 28 128 
5 8 13 28 21 64 
6 8 14 32 22 86 
7 8 15 32 23 94 
8 8 16 32 24 101 36 128 

The first eight maps of this table are constructed using the multiplication of 
a,. for r ~ 3. The other maps are obtained from (6.2) and (6.13). 

7. Some general formulas 

We will establish certain general formulas about families of normed maps. 
The construction is by induction, as follows. Let a = ( a1 , • • • , a,. , • • • ) , b = 
( b1 • • • b • • • ) c = ( c1 • • • c • • • ) be three given sequences where , , r, , , , r, , , 

each of the elements a,. , b, , c, is either zero or one. Consider the constructions 
(5.5), (5.6) and (5.8) where, for simplicity, the last one is always taken with 
Ei = E1. Starting with the tern (a1 , b1 , c1) and with the normed map rf,:F8 X F8 

. - F8, given by the multiplication of G.s, first, apply to cf, the construction (5.5) 
if a1 = 1, or "the identity construction" (to leave it as it is) if a1 = 0. In this 
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form, we get the map cf,' and cf,' = cp if a1 = 0. Then, using bi and ( 5.6), do the 
same to cp' to have the map cf,''. Finally, with c1 and ( 5.8), and using this method 
on¢'', we obtain the map c/J1. We will regard c/J1 as determined from cp by the 
tern ( a 1 , b1 , c1), and this begins the induction. 

Now, suppose given c/Jr-l. The /h step of the induction is accomplished ap
plying the above procedure to c/Jr-1 and the tern ( ar , br , Cr), to get the map </Jr . 

Before writing a formula for </Jr , we will work an explicit expression for </Ji . 
In order to avoid the indexes, set a1 = a, b1 = {3 and c1 = 'Y. 

THEOREM ( 7 .1) . The c/J1 constructed above produces the fallowing normed map, 

c/Ji:F2P(s+a)+2-y X F2as+/H2-y - F2a+P+-ra-6a{J-y 

obtained as a restriction of a. X a. - a., for s = a + {3 + 'Y + 3. We recall 
that each a, {3, 'Y is either zero or one. 

Proof. As above, using (5.5) combined with a, on the map cp, we get 

cp' :Fs+a X Fs+sa - Fs+sa. 

Since a = 0, 1, we have that 

(7.2) 2" = 1 + a. 

H I FB+a F2aa F2ag If FB+a d F2ag h ( if) ence, cp : X - . W1 E an W2 E , t en W1 = x, a 
and w2 = (y1 , ay2), where x1 , Y1 , Y2 E F 8 and f E ao . If a = 0, then we identify 
x with (x, 0) and Y1 with (y1, O). We have, cf,' (w 1 , w2) = W1W2 and w 1w 2 E F 2a8• 

Now, using (5.6) combined with {3, on cf,', we obtain 
, . 

and, after simplifying this expression with the identity (7.2), we have 

cp'' :F2P(s+a) X F2as+{J - F2aHs_ 

If wi' E F 2P(s+a) and w/ E F 2as+/J, then 

(7.3) 

(7.4) 

wi' = ( (x1, afi), f3(x2, af2) ), 

w/ = ( (Y1, ay2), {3(fg, 0) ), 

where x1, X2, Y1, Y2 E F 8 and f1, f2, fa E ao. Then, cf,'' (wi', w/) 
w/ w/ E F 2"+/Js. 

Finally, using (5.8) combined with 'Y, on cf,'', we get 
cp1:F2P(s+a)+2-y X F2as+{J+2-y - F2a+Ps+\ 

wi'w/ and 

where the number A = A(F 2P<s+a\ F2as+13, f1) is as in (5.7), and needs to be 
computed. 

If wi" E F 2P(s+a)+ 2-y and w/ E F2as+13+2'Y, then 

(7.5) wi" = [( (x1, af1), f3(x2, af2) ), -y( (z1, 0), (0, 0) )], 

(7.6) w/ = [((Y1, ay2), f3(fa, 0)), -y((z2, 0), (0, 0))], 
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where the first two parts of wi" and w/' are as in ( 7 .3) and ( 7.4), and z1 , z2 E a1 . 
W• h h • 1 • • " ( ' ) " ( ' ) 1t t e correct inc us10ns, we can write w1 = w1 , -yz1 , w2 = w2 , -yz2 , 
and c/J1(wi", w/') = wi"w/1. Now, 

wi" w/1 = ( wi' w/ - 'YZ2Z1 , -yz2wi' + -yz1 w/) , 
• h 1 1 

- E F2 a+Ps. d ( 1 + - 1

) E F' h ' • th d" • wit w1 W2 - -yz2z1 an 'Y z2w1 z1w2 , w ere " 1s e 1mens10n 
of the smallest subspace containing the general term v = -y(z2wi' + z1w/). A 
direct computation gives 

v = -y[(z2x1 + Z1'fh, a(f1z2 - Y2Z1)), ((3(x2z2 - f3z1), af3f2z2) ], 

and an inspection of the above expression, shows that},.= -y(8 + 8a + 8(3 + 2a(3) 
Then, using identities of the type (7.2), it follows that 

A = 8-y(l + a) (1 + /3) - 6a(3-y = 8-y2"+,s - 6a(3-y. 

Hence, 2"+/l8 + },. = 2"+/l+-¥8 - 6a(3-y, as stated in the theorem. 
From (7.5), (7.6), it follows that the total dimension of the vector space 

used is not greater than 64. In terms of a, (3, 'Y, this dimension is equal 
to 8(1 +a+ (3 + af3)(1 + -y) = 2"+/l+,+3_ Therefore, the normed map ¢1 is 
a restriction as pointed in the theorem, and this ends the proof of (7 .1). 

The following remarks can be made. If we consider all the possible values of 
a, (3, 'Y, the formula in (7.1) covers eight cases. Of these, only four are relevant 
and have been already established. They are ( 6.3), ( 6.4), ( 6.6) and (6.22). 
Some of the other cases, as (6.7) and (6.8), will be obtained with the next 
map c/J2. 

Now, we will consider the general case. As before, let a, b, c be three arbitrary 
sequences formed by zeros and ones. For every nonnegative integer r we will 
define the functions <I>r(a, b, c) and 'Yr(a, b, c) by induction, as follows. First, 
<I>o(a, b, c) = '1!o(a, b, c) = 8. 
Then, 

(7.7) 

(7.8) 

<I>r(a, b, c) = 2b'[<I>r-1(a, b, c) +a,]+ 2cr 

'1'r(a, b, c) = 2a''1'r-1(a, b, c) + br + 2cr. 

Let <I>r(2a, b, c) and 'Yr(a, 2b, c) represent the values obtained by formal sub
stitution in (7.7) and (7.8) of the sequences (2a, b, c) and (a, 2b, c), where 
2a = (2a1 , 21½, • • ·) and 2b = (2b1, 2b2, • • • ). Again, by induction, we define 
the function Ar(a, b, c), as follows: Ao(a, b, c) = 8 and, for r ~ 1, 

(7.9) Ar(a, b, c) = 2a,+b,Ar-1 + Cr[2°'<I>r-1(2a, b, c) + 2a''Yr-i(a, 2b, c) 
+ 2arbr - 8 - 2I:~=~ (a;+ b; + C;)]. 

As a generalization of ( 7 .1), we have the following 
<I,r(a,b,c) 'ltr(a,b,c) .A.r(a,b,c) 

THEOREM (7.10). There is a normed map c/Jr:F X F - F 
obtained as a restriction of a. X a. - a. , where s = 3 + I::=i ( a; + b; + c;). 

The proof is by induction and requires analogous work to the one developed 
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for (7.1). The long expressions, like (7.9), make the proof somehow involved, 
and for this reason it is omitted. 

Many of the normed maps of (6.2), (6.13) are obtained from (7.10), for 
r = 1, 2, with suitable values of a, b, c. However, when r increases, the Ar be
comes "big" and, in general, (7.10) may not be efficient enough for constructing 
normed maps. Perhaps this is so because we consider only normed maps that 
are restrictions of the multiplication of an algebra. 

8. Discussion of some problems 

Let rf,:FP X Fq - F" be a bilinear map and set xy = rf,(x, y). The map is 
said to be nonsingul,ar if xy = 0 implies x = 0 or y = 0. 

If F is a formally real field and if the norm is as ( 6.1), then, it follows that 
every normed map can be regarded as a nonsingular bilinear map. In fact, if 
xy = 0, then n(xy) = n(x)n(y)- = 0, hence, x = 0 or y = 0. 

The following problem was considered by Hurwitz in [8; p. 570]: 

(8.1) Given the integers p and q, determine the small,est integer k = a(p, q, F) 
for which there is a normed map FP X Fq - F". 

On the other hand, related to some problems in algebraic topology, the fol
lowing similar question has been considered ( cf. [2], [12], [13]). 

(8.2) Given the integers p and q, determine the small,est integer s = fJ(p, q, F) 
_for which there is a nonsingular bilinear map FP X Fq -F•. 

We,write a(p; q) = a(p, q, R) and fJ(p, q) = fJ(p, q, R), for brevity, if F = R 
is the real field. Clearly, if Fis formally real, from the above remark, it follows 
that a(p, q, F) ~ fJ(p, q, F). So, for the real field, we have 

(8.3) a(p, q) ~ fJ(p, q). 

Usually, to compute fJ(p, q), we first construct a nonsingular bilinear map 
RP X Rq - R' and then pro'Ve that s - 1 < fJ(p, q). Regarding this second 
part, the following theorem of Hopf gives a necessary condition for the number 
fJ(p, q). 

THEOREM (8.4). If s ~ fJ(p, q), then the binomial coejfidents (;) are even 

numbers for all s - p < i < q. 

The original proof of Hopf was one of the earliest applications of the cohomol
ogy ring of a space ([7], [10]). Later, an algebraic proof was given by Behrend 
( [4]), using the theory of intersections for algebraic varieties, and extending the 
result for real closed fields. 

Now, we will indicate some special cases where a(p, q) has been determined. 
As defined in [1; p. 625], let rf,(n) be the number of integers t with O < t ~ n, 
and t = 0, 1, 2 or 4 (mod 8). Then, if q = 2•<P>, from the known facts about the 
Hurwitz-Radon maps ([6], [8], [14]), it follows that a(p + 1, q) = q. In par-· 
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ticular, if p = 8, then <J,(8) = 4, and we have R9 X R16 - R16 where a(9, 16) 
== 16 (cf. (6.3)). 

For p = q, we have that, a(l, 1) = 1, a(2, 2) = 2, a(3, 3) = a(4, 4) = 4, 
a(5, 5) = a(6, 6) = a(7, 7) = a(8, 8) = 8 and a(9, 9) = 16. The maps 
of the assertions come from the classical normed algebras, excepting the last 
one that is obtained as a restriction of R9 X R16 - R16 (cf. table (6.30) ). In 
these cases, (8.4) can be used to verify that they occur in the .smallest possible 
dimension. For example, we cannot have 15 = a(9, 9) ~ /3(9, 9), since in 
(8.4), the first binomial coefficient (V) is an odd number. 

These normed maps were known since 1922. It seems that the first new normed 
map R10 X R10 - R16 was given by Lam in [11; p. 424] (see footnote at the 
introduction) and, essentially, it is like our map (6.4). Clearly, a(p, p) 
=::; a(p + 1, p + 1), therefore, a(lO, 10) = 16. If Fis any field of characteristic 
different from two, from (6.4) it follows that a(9, 9, F) =::; a(lO, 10, F) =::; 16. 
In general, in this case we cannot apply (8.4), and we have the following 

Problem (8.5). ls a(9, 9, F) = a(lO, 10, F) = 16? 

The same question could be asked for other normed maps. For example: 
Is a(5, 5, F) = 8? I do not know the answer, even if Fis the Galois field GF(3). 

Problem (8.6). Find the values of a(ll, 11), a(l2, 12) and a(l3, 13). 

It was established by Lam (loc. cit.) that /3(11, 11) = /3(12,,12) = 17 and 
/3(13, 13) = 19. We like to remark that the second part of the proof of these 
cases cannot be handled with (8.4). With base on (6.7) and (6.9), we conjecture 
that a(ll, 11) = a(l2, 12) = 26 and that a(l3, 13) = 28. 

Finally, from (6.6) and with the help of (8.4), we can prove that a(l8, 17) 
= /3(18, 17) = 32. Here, we conjecture that a(l4, 14) = a(l5, 15) = a(16, 16) 
= 32, where the maps are gotten as restrictions of the normed map ( 6.6). 

Appendix 
9. The associator 

Let G. be an algebra, with an involution, over a field F. By the Cayley-Dickson 
process construct the algebra (B = G.(8), where 8 ~ 0 is a fixed element of F. 

Given x = (a, a), y = (b, /3), z = (c, -y), elements of CB, we will write the 
associator (x, y, z) explicitly, using associators and commutators on the ele
ments a, b, c, a, {3, 'Yin. a. 

Let A, B, 0, D be defined as follows: 

A = (a, b, c) + O[(c, {3, a) - (b, 'Y, a) + (-y, /3, a) - ('Y, a, b)], 

B = 8( -[a, t/3] + [b, -ya] - [c, Pal), 

C = -O(a, {3, -y) + (a, b, c) - (-y, b, a) + (/3, c, a) - (/3, a, c), 

D = a[b, c] - {3[a, c] + -y[a, b] + 8(-y[P, a] + [-y, aP]). 
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Then, we have 

{9.1) (x, y, z) = (A. + B, C + D). 

To establish this, write ( xy )z - x(yz) explicitly in terms of the elements of 
<l. Then, to have only associators and commutators use seven trivial identities 
of the following type ( we only write three of them, since the other four are 
similar): 

(cP)a - (Pa)c = (c, P, a) + [c, Pa], 

(bf )a - y(ab) = (f, a, b) + ( b, f, a) + [b, fa], 

-r(Pa) - a(ffy) = {a, P, -y) + -y[P, a] + [-y, aP]. 

Finally, remove bars from associators and commutators, accordingly with 
(2.5), (2.6), and (9.1) follows. 

Considering particular cases of (9.1), we get 

(9.2) (x, x, y) = ((a, a, b) + 8(b, a, a) - 8(a, fl, a); - 8(a, a, {j) 
- (fl, a, a)+ (a, b, a)), 

(9.3) (y, x, x) = ( (b, a, a) + 8(a, a, b) - 8(a, fl, a); - 8(fl, a, a) 
+ (fl, a, a) - ( a, b, a)), 

(9.4) (x, y, x) = ( (a, b, a) + 8[(a, fl, a) + {a, fl, a) - (b, a, a) 
- {a, a, b)]; 0). 

Using the first two of these expressions we will establish the following result 
due to Albert· ([3]; p. 172). 

LEMMA {9.5). The al.gebra <B = G.(8) is alt,ernative if and only if the algebra G. 
is associative. 

Proof. Let <l be associative, then from (9.2), (9.3) we have that (x, x, y) = 0 
and (y, x, x) = /0, therefore <Bis alternative. Now, suppose that <Bis alternative, 
we have (x, x, y) = 0, and from (9.2) with fl = 0, it follows that (a, b, a) = 0, 
so <l is associative. 

In a similar form we will now prove the following lemma due to Schafer 
([15; p. 4371). 

LEMMA {9.6). The al.gebra <B = <1(8) is flexible if and only if the algebra G. is 
flexible. 

Proof. Since <l c <l( 8) as a subalgebra, one part of the statement follows. 
For the other part, if <l is :flexible, from (9.4) and {2.8) we have (x, y, x) = 0, 
and this ends the proof. 

CENTRO DE INVESTIGACI6N DEL IPN, MEXICO, D. F. 
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