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e-ULTRAFILTERS AND THE STONE-CECH COMPACTIFICATION 

BY JOHN H. V. HUNT AND WACLAW SZYMANSKI 

1. Introduction 

e-filters and e-ultrafilters were introduced in [3], p. 33. However, the con­
struction of the Stone-Cech compactification as the space of e-ultrafilters is 
not given there. In the present paper we define e-filters in a slightly different 
way to that of [3], we define the space At. of e-ultrafilters with the natural 
hull-kernel topology. We consider e-filters as lattice ideals of a certain lattice 
in order to be able to introduce prime e-filters and prove the Stone-Cech 
properties of Ate. In Section 6 we indicate the connection between our e-filters 
and those of [3], which are a special kind of z-filter. We shall see that e­

ultrafilters in the sense of [3] are distinguished among all the z-filters not by 
the topology on X, but by the uniformity of finite coverings of X by cozero­
sets. All the necessary properties of e-filters for the proof of the Stone-Cech 
properties of At. are of the lattice-theoretic type and are independent of their 
relations with z-filters. 

Section 2 contains preliminary facts about lattices and definitions used 
repeatedly in the paper. In Section 3 we define e-filters and the Stone-Cech 
compactification Ate as the space of e-ultrafilters. Section 4 describes the 
Stone-Cech compactification of X as a completion X by using minimal Cauchy 
filters. For technical reasons it is preferable to use a uniformity of coverings. 
In Section 5 the correspondence between Ate and X, which commutes with 
natural embeddings, is defined explicitly and shown to be a homeomorphism. 
In Section 6 the correspondence between At. and the space Atz of z-ultrafilters 
is described (using X as a bridge). This elucidates the correspondence indicated 
in [3], p. 33, 2L15. Section 7 points out the connection between Ate and the 
maximal ideal space of C* (X). 

The authors would like to thank Dr. A Garcia-Maynez for suggesting the 
possibility of clarifying the correspondence between At. and Atz by using X. 

2. Notations and Definitions 

By a completely regular space X we mean a topological T1-space such that 
for every closed set Y C X and for each x E X - Y there is a continuous f:X 
- [O, I] such that /(x) = 0, fl Y = 1. A subset Y of Xis called a zero-set (z-set, 
for brevity), if there is a continuous f:X - JR such that Y = r 1(0). Notice that 
f can be chosen as a bounded, continuous function. Define C*(X) = {f:X - JR: 
f is bounded, continuous}. C*(X) is a commutative real Banach algebra with 
unit, if the addition, multiplication and multiplication by scalars are defined 
pointwise and if the norm is defined by II f II = sup{I /(x)I :x EX}. If Y is a 
compact Hausdorff space, put C(Y) = {/: Y - /R: fis continuous}. Then C(Y) 
= C*(Y). 
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We shall need some basic facts oflattice theory. Recall that a set L with a 
partial order :sis called a lattice if xv y = sup{x, y}, x A y = inf {x, y} exist 
and belong to L for each x, y E L. A lattice L is called distributive if 
x A (y V z) = (x A y) V (x A z) or, equivalently, xv (y A z) = (x v y) A (xv 
z), for each x, y, z EL. A proper subset A of a lattice Lis called a lattice ideal 
if: 

(2.1) 

(2.2) 

x v y E A whenever x, y EA, 

if x E A, y E L, y :s x, then y E A. 

A lattice ideal A is called prime if x A y E A implies x E A or y E A, for each 
x, y E L. A lattice ideal is maximal if it is not properly contained in any other 
lattice ideal. 

We shall use the following simple propositions (we include the proofs, which 
are adapted from [4], for the sake of completeness). 

PROPOSITION 2.3. Let L be a distributive lattice. A lattice ideal A C L is 
maximal if and only if for each x, y E L such that x E A, x :s y, there is a E 
A such that y = x V a. 

Proof. Suppose A is a maximal lattice ideal of L. Take x, y E L such that 
x EA, y :s x. If x = y, then, taking arbitrary a EA, we get y =xv (x A a) and 
x A a EA, by (2.2). Suppose that x :s y, x # y and that 

(2.4) 

Then 

(2.5) 

y # x Va, 

there is no aEA 

for each a EA. 

such that y :s xv a. 

For if there is a E A such that y :s x v a, then x v (y A a) = (x v y) A 
(xv a) =xv y = y, and y A a EA. Define B = {z EL: there is a EA such that 
z :s x v a}. B is a lattice ideal of L (Bis proper, because y EB) such that 
A C B, x E B, x EA. Since A is maximal, (2.4) cannot hold. Conversely, 
suppose that A is not maximal. Hence there is a lattice ideal B strictly bigger 
than A. Take x E B - A, z E L - B. Put y = x V z. Clearly, y ~ x, y E B 
(because y ~ z, z E B). If there is a EA such that y = x v a, then y E B, which 
is a contradiction. q.e.d. 

PROPOSITION 2.6. Let L be a distributive lattice. Every maximal lattice 
ideal is prime. 

Proof. Let A be a maximal lattice ideal of L. Take x, y E L - A and put z 
= xv y. By (2.3), there are a1, a2 EA such that z = x v a1, z = y v a2. Hence 
(x A y) V (a1 V a2) = (x V a1 V a2) A (y V a1 V a2) = (z V a2) A (z V ai) = 
z V (a1 A a2) ~ z ~ x. If x A y E A, then x E A (by (2.1), (2.2)). Hence 
x A y EA. q.e.d. 

Denote by .,,lt(L) the set of all maximl lattice ideals of a distributive lattice 
L. For x EL define 0 x = {A E .,,lt(L) :x EA}. By (2.6); 
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(2.7) 
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0 (x Ay) = 0 x U 0 y. 

Since maximal ideals are proper, nxEL 0 x = 0. Hence {0 x:x EL} is a base of 
closed sets in .,,ft(L), which defines a hull-kernel type topology on .,,ft(L). We 
denote this topology by h - k. Notice that: 

(2.8) (.,,ft(L), h - k) is a compact space. 

One can adapt the proof of [8] 11.6. But, in general, (.,,ft(£), h - k) need not 
be Hausdorff. 

Let L, L' be two lattices. A 1 - 1 mapping T:L - L' of L onto L' is called 
a lattice isomorphism if T(x A y) = (Tx) A (Ty) and T(x v y) = (Tx) v T(y) 
for each x, y E L. One verifies immediately that: 

PROPOSITION 2.9. If L, L' are two distributive lattices and if T:L - L' is a 
lattice isomorphism, then the mapping A(L) - .,,ft(L') given by A.- T(A) is 
a homeomorphism. 

(.,,ft(L), h - k) will be called the maximal lattice ideal space of L. 
Let d be a family of subsets of an arbitrary set Z. We define .;zt+ = {B c Z: 

there is A E d such that A C B}. 

3. e-Ultrafilters as Maximal Lattice Ideals 

Let X be a completely regular space. For f, g E C*(X) put fv g = max(/, g), 
f Ag= min(f,g). If /E C*(X), a> 0, defineZr(a) = {x EX: 1/(x) I :s a} and put 
Zr= {(a, Zr(a)):a > O}. Zr is a function from the open interval (0, oo) to the 
collection of all z-sets in X. Denote by Im Zr the image {Zr(a) :a> O} of (0, oo) 
under Zi. 
For f, g E C* (X) define: 

(3.1) Zr :s Zg is and only if Zg(a) c Z1(a) for each a > 0, 

(3.2) 

(3.3) 

ZrvZg= {(a,Zr(a) nZg(a)):a>O}, 

Zr A Zg = {(a, Zr(a) U Zg(a)):a > O}. 

Observe that for each f, g E C*(X), f, g > 0: 

(3.4) 

(3.5) 

(3.6) 

Moreover, 

(3.7) 

Zr :s Zg if and only if f :s g, 

Zr V Zg = Zrvg, 

Zr A Zg = Zr /\g• 

Zr= Z1r1 for each /E C*(X), 

(3.8) Zo :s Zr for each /E C*(X). 

Define Y6 = {Zr:{E C*(X)}. By (3.7), Y6 = {Zr:fE C*(X), {?. O}. The relation 
:s (defined in (3.1)) is a partial order in Y6. It follows from (3.4), (3.5), (3.6) that 
(Y6, :s, V, A) is a distributive lattice. 
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A non-empty proper subset g of 'ts is called an e-filter if: 

(3.9) Zr V Zg E t whenever Zr, Zg E t, 
(3.10) if Zr E 'ts is such that Zr s Zg for some Zg Et, then Zr Et, 

(3.11) Z,,r E t whenever a ::::: 0, Zr E f 

We have defined an e-filter to be a lattice ideal of 'ts ((3.9), (3.10)) which 
satisfies additionally the "homogeneity" condition (3.11). An e-filter g is called 
prime if it is prime as a lattice ideal of'??, i.e. if Zr I\ Zg E g implies Zr E for Zg 
E f Notice that Zo belongs to each e-filter (by (3.8)). 

Observe that: 

(3.12) A non-empty subset g of 'ts satisfying (3.9), (3.10), (3.11) is an e-filter 
(i.e. g =tf '??) if and only if g does not contain any Zr E 'ts such that 0 E Im Zr. 

Proof: Suppose there is Zr E 'ts such that 0 E Im Zr and Zr E g (we may 
assume f::::: 0). Hence f::::: a; thus by (3.4), Z" s Zr. By (3.10), Z,, E g and by 
(3.11), Z, E g for each constant function r 2:: 0. Take arbitrary g E C*(X), g 2:: 

0. Then there is r 2:: 0 such that g Sr. By (3.4), Zg S Z, and Zr E f By (3.10), 
Zg E f Thus g = '??. q.e.d. 

(3.13) Let 71 be a lattice ideal of'??. Then. g = {Zh E 'ts: there is a> 0, Zr E 71 
such that zh s Zar} is an e-filter containing 7/· 

The proof is straightforward (observe Zar V Z,,g = Za<rvg>, a> 0, f, g 2:: 0). 

(3.14) Every maximal lattice ideal of 'ts is an e-filter (this is a consequence of 
(3.13)). 

(3.14) justifies the following definition: An e-ultrafilter is a maximal lattice 
ideal of'??. 

PROPOSITION 3.15. 
(a) Every e-ultrafilter is prime. 
(b) An e-filter g is an e-ultrafilter if and only if each Zr E 'ts such that 0 E 

Im (Zr v Zg) for all Zg E t, belongs to g. 

Proof: 
(a) has a purely lattice-theoretic character (see (2.6)). 
(b) Suppose g is an e-ultrafilter and take Zr E 'ts such that 0 E Im (Zr V Zg) 

for all Zg E f Then 7/ = {Zh E '??: there is Zg E g such that Zh s Zr V Zg} is a 
lattice ideal of 'ts such that Zr E 71, g C 71. Since g is maximal, 71 = g and Zr E f 

Conversely suppose that g is contained in an e-ultrafilter 71 and that g satisfies 
the assumption. Take Zr E 7/· Then Zr v Zg E 71 for each Zg E g (by (3.9)). By 
(3.12) and (3.14), 0 E Im (Zr v Zg ), for each Zg E f Hence Zr E g and 71 = f 

q.e.d. 

Denote by .,/{e the set of all e-ultrafilters on X. By the results of Section 2, 
.,/{e has a natural h - k topology. We shall show that (.,l{e, h - k) is the Stone­
Cech compactification of X. 
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PROPOSITION 3.16. (Jl/e, h - k) is a compact Hausdorff space. 

Proof: (Jlte, h - k ), being the maximal lattice ideal space of <ff, is compact 
(2.8). To prove that (Jl/e, h - k) is Hausdorff, take t, T/ E Jl/e, t ¥- T/· Let Zr Et 
- T/· By (3.15) (b), there is g ET/ such that Zr(a) n Zg(a) = 0 for some a> 0. 
Again by (3.15) (b), Zg E f We may assume that f, g ~ 0. Since Zr(a), Zg(a) are 
z-sets, we find two continuous functions {i, g1 :X - [0, 1] such that 

1i-1(0) :J r 1([a, oo)), gi- 1(0) :J g- 1([a, oo)), fi- 1(1) :J r-1(0), gi- 1(1) :J g- 1(0). 

Hence f1 A g1 = 0, {i V f ~ /3, g1 V g ~ y for some constants /3, y. Put h = f A 
g1, g2 = g A {i. Hence 0 (Zr) U 0 (Zg) = 0 (Zr2 A Zg) = 0 (Zr2 /\gJ = 0 (Zo) = Jlte, 
Moreover, 

{ E 0 (Zr), T/ E 0 (Zg
2

) and 0 (Zr
2

), 

0 (Zg) 

are closed. It remains to show that t E 0 (Zg), T/ E 0 (Zr)- Suppose t E 0 (ZgJ­
Hence Zg2 = Zr1 A Zg Et. Since tis prime ((3.15) (a)),Zr 1 Et or Zg E f But we 
know that Zg E f Hence Zri E f Thus Zr1 V ZrE t (by (3.9)). But this is 
impossible, because f1 V f~ /3, henceZri(/3) n Zr(/3) = 0 (apply (3.15) (b)). The 
proof that T/ E O (Zr) is similar. q.e.d. 

PROPOSITION 3.17. The mapping x - tx, where tx = {ZrE <f!:f(x) = 0} is a 
dense embedding of X into Ae. 

Proof: It is clear that tx is an e-filter. To see that tx is an e-ultrafilter, take 
Zr E <ff such that f(x) ¥- 0. Then there is a> 0 such that x E Zr(c:x). Hence there 
is a continuous g:X - [O, 1] such that g(x) = 0, g I Zr(c:x) = 1. Thus Zg E tx and 
Zg(/3) n Zr(/3) = 0 for a sufficiently small /3 < a. By (3.15) (b), tx is an e­
ultrafilter. The proof that x - tx is a homeomorphism onto its image is 
straightforward. Since nxEX tx = Zo, {tx:x EX} is dense in Ae. q.e.d. 

For an e-filter ton X we define the trace oft by Tr t = {Zr(c:x) :Zr Et, a> 
0}. Tr tis a filter-base. For if Zr(c:x), Zg(/3) E Tr t then, assuming a :S /3, we get 
Zr(c:x) n Zg(a) C Zr(a) n Zg(/3). Since Zr v Zg E t, it follows that Zr(a) A Zg(a) 
E Tr f Hence (Tr t)+ is a filter on X. 

Our next purpose is to prove the universal extension property of (Ae, h -
k). We need the following: 

PROPOSITION 3.18. Lett be a prime e-filter on a completely regular space X. 
If x EX is a point of accumulation of (Tr t)+, then (Tr t)+ converges to x. 

Proof: Take an open neighbourhood U of x. By the complete regularity of 
X, there is a continuous f:X - [O, 1] such that f(x) = 0, f(X - U) = {l}. 
Define two functions: 

h = {~ - f 
on x - r 1<[0, t)) 
on r-1<[0, tJ) 

g = {~ - ½ on x - r 1<[0, t)) 
on r-1<[0, tJ) 
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Then h A g = 0 and Zh A Zg = Zo E f Since x E n Tr g, Zh cannot belong to 
g. Since g is prime, Zg E f Thus Zg(a) E Tr g for each a> 0. But Zg(¼) CU, 
thus U E (Tr gt. q.e.d. 

Let Y be a compact Hausdorff space and let cp:X - Y be a continuous 
function. We shall define its "extension" to Ae. For g E A. put cp*(g) = {Zr E 
~y:Zr,<J> E g}. Here ~Y denotes the collection of all Zr, f E C(Y). Since 
(/Ag) oq, = (/oq,) A (gocf,) for each f, g E C(Y), one can show that cp*(g)_is a 
prime e-filter on Y. Since Y is compact, Tr cp*(g) converges to a point cp(g). 
Define ~:A. - Y by g -1,m. We claim that 1, is the "extension" of cf, to .it,. 
For take x E X. Then </>*(gx) = {Zr E ~y:/(cj,(x)) = O}. By the definition, 
{¢(~)} = n Tr </>*cg). Hence, for each f E C ( Y), f (cf,(x)) = 0 implies f (1,(gx)) = 
0. Since Y is completely regular, <f>(x) = ¢(gx). It remains only to prove that~ 
is continuous. Take l EA. and an open neighbourhood U of 1,(l). Then there 
is a continuous function/: Y - (0, l] such that /(¢(W = 0, /(Y - U) = {l}. 
Defining, as in the proof of (3.18), two functions: 

h = {o on y - r-1([0, ½)), 
½ - f on r-1([0, ½]), 

g ={to-½ on y - r-1([0, ½)), 
on r-1([0, ½]), 

we get h Ag= 0 and Zh,g, E f Hence g E 0 (Zhog,). Now take TJ E Ae - 0 (Zhoq,). 
Hence Zhoq, ET/, consequently, zh E </>*(ri). However Zg A zh = Zo E </>*(ri). Since 
cj,*(ri) is a prime e-filter on Y, it follows that Zg E </>*(ri). Therefore Zg(¼) E Tr 
cp*(ri). Hence {¢(ri)} = U Tr cf,*(ri) C Zg(¼) C U, which proves that 1, is 
continuous. q.e.d. 

4. The Stone-Cech Compactification as a Completion 

In this section we describe how to construct the Stone-Cech compactification 
of a completely regular space X as the completion of the uniform space (X, 
{'71>-.h), where {'71>-.h is the family of all finite coverings of X by cozero-sets. 
Although it is well-known that the Stone-Cech compactification of X can be 
obtained as a completion (see, for example, [2]), there is no readily available 
account of the construction using the minimal Cauchy filters on X and the 
finite coverings of X by cozero-sets. Thus we shall describe it briefly, referring 
to Section 5, Chapter II of [5] for the notation on coverings. 

Zero-sets, or z-sets, in a space X are defined in Section 2. Their complements 
are called cozero-sets. Zero-sets and cozero-sets have the following properties 
in an arbitrary space X: 

(4.1) if A, B are zero-sets, so are A n B, A U B, 

(4.2) if U, V are cozero-sets, so are U U V, Un V, 

(4.3) if A, B are disjoint zero-sets, then there is a continuous function 

f:X - [O, l] such that A= r-1(0), B = r-1(1), 
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(4.4) if U1, U2, · • •, Un is a covering of X by cozero-sets, 

then there is a covering A1, A2, • • •, An of X 

by zero-sets such that Ai C U, for each z. 

For the remainder of this section, let X be a completely regular space and let 
{ OZL 1'} A be the family of all finite coverings of X by cozero-sets. It is easily shown 
that {OZL"h is a uniformity compatible with the topology onX; i.e., the following 
properties are satisfied, 

(4.5) 

(4.6) 

and, furthermore, { { St(x, OZL ") h: x E X} is a local neighbourhood system for 
the topology of X. In order to verify (4.6) one uses (4.4) to find a delta­
refinement OZL,, of the given covering OZL". One then repeats the process to find 
a delta-refinement OZL" of OZL., and OZL" is automatically a star-refinement of OZL,.. 

A Cauchy filter 11 (in X) is a filter in X having the property th,~t 1/ n OZLA =/, 
0 for each ,\. The Cauchy filte.rs 11, 11' are equivalent if 11 n 11' is also a Cauchy 
filter. The equivalence class of 11 is denoted by [11]. It is easily shown that [11] 
has a canonical representative, namely n [11]. That is, n [11] is a Cauchy filter 
equivalent to 11· A minimal Cauchy filter (in X) is a Cauchy filter which 
contains no other Cauchy filter. Thus the minimal Cauchy filters are precisely 
those of the form n [ 11J. In [ 5] the completion of Xis formed from the collection 
of equivalence classes of Cauchy. filters. For our purposes it is necessary to 
form it from the collection of minimal Cauchy filters. We now describe this. 

We denote by X the collection of all minimal Cauchy filters in X. We. define 
0= {11EX:UE11} foreachcozero-set UinX,ando/L,.= {O:UEOZLA} for each 
OZL,.. Since each minimal Cauchy filter contains an element of OZLA, it follows 
that o/LA is a covering of X. Also it is easily shown that 

(4.7) 

(4.8) 

oft" I\ oft"= (%, /\ OZLµ) -, 

if OZLµ * < OZLA then (oftµ)* < oft)\. 

Thus {o/L"h is a uniformity on X. For each x EX, the neighbourhood filter 1lx 

of x is a minimal Cauchy filter, and the function defined by x ~ 11x is a dense 
uniform embedding of X in X. It is easily shown that X is Hausdorff. In order 
to show that X is complete, one shows that every minimal Cauchy filter in X 
converges. 

In the previous paragraph X is described as the completion of X. However 
since the uniformity {o/L" h consists of finite coverings, Xis totally bounded 
and, being complete, is therefore compact. Furthermore, one can show that 
any continuous mapping f:X - Y, where Y is a compact Hausdorff space, is 
uniformly continuous. Since Xis dense in X, it therefore has an extension /:X 
- Y. Thus Xis in fact the Stone-Cech compactification of X. 

The following characterization of minimal Cauchy filters, which is used in 
proving that Xis complete, is often needed in the sequel. 
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PROPOSITION 4.9. A Cauchy filter 1/ is a minimal Cauchy filter if and only 
if {St(B, o/1") :B E T/, o/1;, arbitrary} is a base for 1/· 
If 1/ is a minimal Cauchy filter and A E T/, it follows from (4.9) that A :::> St(B, 
o/i;J, for some BET/ and some d/i". Hence B n St(X - A, d/i") = 0. It follows 
that C = X - St(X - A, d/11..) is a zero-set having the property that BC CC A, 
and consequently C E T/· This shows that the collection of zero-sets in T/ is a 
base for 1/· Since this collection is necessarily a z-filter (for the definition, see 
[3]), we call it the z-filter base of 1/· The following proposition is an immediate 
consequence of this and (4.9): 

PROPOSITION 4.10. A Cauchy filter 1/ is a minimal Cauchy filter if and only 
if {St(B, o/1") :Bis a zero-set in 1/, o/1" arbitrary} is a base for 1/· 

Finally we prove the following proposition, which is often overlooked. 

PROPOSITION 4.11. { 0: U is a cozero-set in, X} is a basis for the uniform 
topology on X. 

Proof: We canind€ed define A= {T/ E X:A E 11} for any subset A of X. We 
will prove that A is always open in X. Let 1/ E A. Since A E 1/ and 1/ is a 
minimal Cauchy filter, by (4.9) there is some B ET/ and some o/1" such that 
St(B, o/11..) c A. We claim that St(T/, cf,\) c A. In order to see this, let 11 E 0, 
where (J E o/1". Then U E T/ and so Un B =.# 0; i.e., Uc St(B, o/1"). Thus UC 
A, which implies that O CA. This shows that St(11, o/11..) CA; i.e., 1/ is an interior 
point.of A. 

From this it follows that U{{St(T/, 1'>-)h:T/ EX} is a base for the uniform 
topology on X, and hence {O: U is a cozero-set in X} is a base for the uniform 
topology on X. q.e.d. 

At the beginning of this section we indicated that there is no account of the 
Stone-Cech compactification as a completion in which precisely our point of 
view is taken. The presentations in the following sources partially coincide 
with ours. In [5] uniformities are treated as fan:iilies of coverings, but the 
completion is formed from the equivalences classes of Cauchy filters. In [I] the 
completion is formed from the minimal Cauchy filters and proposition (4.9) is 
proved, the uniformity being considered as a family of relations. The most 
readily available source in which the Stone-Cech compactification is considered 
as a completion is [2]. Here the completion is formed from the equivalence 
classes of Cauchy filters and uniformities, or uniform structures, are considered 
as families of relations. 

5. The Correspondence between .,l(e and .X 
The purpose of this section is to explicitly define the correspondence between 

.fte and X which commutes with the embeddings of X and to show that it is a 
homeomorphism. The correspondence and its inverse are given by propositions 
(5.2) and (5.3), respectively. These propositions also show that the traces of 
the e-ultrafilters involved are the z-filter bases of the respective minimal 
Cauchy filters. In proposition (5.4) it is shown that the correspondence has the 
required properties. 
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Throughout this section X is a completely regular space furnished with the 
uniformity {%',\} x of all finite coverings of cozero-sets. The notation is the same 
as in previous section. 

We need the following preliminary result. 

PROPOSITION 5.1. If 1J is a minimal Cauchy filter and A is a z-set in 1/, then 
there is a continuous function f:X - [O, l] such that A= Zr(½) and Im Zr C 
1). Furthermore r 1(0) E 7). 

Proof: Let A be a zero-set in a minimal Cauchy filter 7). By (4.10) there is a 
z-set B in 7) and a finite covering Wx of X by cozero-sets such that A :J St(B, 
%',J. Since B, X - St(B, %\) are disjoint z-sets, by (4.3) there is a continuous 
function g:X - [0, ½] such that g- 1(0) = B, g- 1(½) = X - St(B, 1ix). Supposing 
that h:X - [½, l] is a continuous function such that A= Zh(½), we define 

f(x) = {g(x), x EA, 
h(x), x EX - St(B, Wx), 

Since g(x) = ½ = h(x) for x EA - St(B, %';,..), f:X - [O, l] is a continuous 
function. Also A = Zr(½) and, since B = r 1(0), Im Zr C 1) and r-1(0) E 1). 

PROPOSITION 5.2. If~ is an e-ultrafilter, then (Tr ~t is a minimal Cauchy 
filter, and Tr ~ is the z-filter base of (Tr ~) +. 

Proof: It is shown just before proposition (3.18) that Tr g is a filter-base. 
Thus (Tr g)+ is a filter. In order to prove that (Tr g)+ is a Cauchy filter, let U1, 

U2, • • •, Un be a finite covering of X by cozero-sets. It must be shown that 
(Tr g)+ contains some U;. By (4.4) there is a finite covering A1, A 2, •••,An of 
X by zero-sets such that A; C U; for each i. By (4.3) there is a continuous 
function f;:X - [0, l] such that f;- 1(0) = A, f;- 1(1) = X - U; for each i. Observe 
that Z1i /\ Zrs /\ • • • /\ Zr" = Zo, where O is the zero function on X. Since 
Zo E f and since t being an e-ultrafilter, is prime by (3.5 (a)), it follows that 
some Zr, E f Since, for example Z1;(½) C U;, this proves that U; E (Tr f)+. 

We use (4.9) to show that (Tr~)+ is a minimal Cauchy filter. Let Z1(a) be an 
element in the base Tr~ of (Tr ~)+, where f is a non-negative function such 
that Zr E f and a > 0. Let !l/1-,.. = { U, V} be the finite covering of X by cozero­
sets defined by u = r 1 ([0, 3a/4)), V = r 1((a/2, oo). Then St(Zr(a/4), !l/i;,J = u 
C Z1(a). Since Zr(a/4) also belongs to Tr g, it follows from (4.9) that (Tr f)+ is 
a minimal Cauchy filter. 

Finally we show that Tr~ is the z-filter base of (Tr D+. Since Tr f consists 
of zero sets, it is contained in the z-filter base of (Tr ft. In order to prove the 
converse inclusion, let A be a zero set in (Tr t) +. Since (Tr t) + is a minimal 
Cauchy filter, by (5.1) there is a continuous function f:X - [0, l] such that A 
= Z1(½) and Im Zr c (Tr g)+. We use (3.15 (b)) to show that Zr Et Let Zg E f 
Since Im Zr, Im Zg c (Tr g)+ and (Tr tt is a filter, Zr(a) n Zg(a) ¥-0 for each 
a> 0. This means that 0 E lm(Zr v Zg), Since Zg is an arbitrary element of g 
and g is an e-ultrafilter, it follows from (3.15 (b)) that Zr Et Hence A = Zr(½) 
E Tr f That is, the z-filter base of (Tr tt is contained in, and hence equal to, 
Trt ~~~ 
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PROPOSITION 5.3. If T/ is a minimal Cauchy filter, then t = { Zr: Im Zr C T/} is 
an e-ultrafilter, and Tr t is the z-filter base of T/· 

Proof: We first show that tis an e-filter. Since Im Zo = {X}, where 0 is the 
zero function on X, Zo E f Thus tis non-empty. Now take Zr, Zg E f Then 
Zr(a), Zg(a) E 1J for each a> 0, and so (Zrv Zg)(a) = Zr(a) n Zg(a) ET/ for each 
a > 0. Thus Zr V Zg E f Now take Zr=::= Z1s and Zg E f Then Zr(a) => Zg(a) and 
Zg(a) E 1J for each a> 0. Hence Zr(a) E 1J for each a> 0. That is, Im Zrc 1J and 
so Zr E f Now take Zr Et and /3 > 0. Then Z13r(a) = Zr(a//3) ET/ for each a> 
0. That is, Im Z13r C T/, which implies that Z13r E f Finally, if Zr E t then 0 E Im 
Zr, because 0 E 1J. This proves that tis an e-filter, by (3.9)-(3.12). 

We use (3.15 (b)) to show that t is an e-ultrafilter. Let Zr have the property 
that 0 E Im(Zr V Z8) for each Zg E f We have to show that Zr E f 

We define 1J' = U {Im(Zr V Zg) :Zg E n. We shall show that T/' is a filter base 
which generates 1J. From this it will easily follow that Zr E f 

In order to see that 1J' is a filter base, observe first that 0 E 7J' by definition. 
Now let (Zr v Zg, )(a1), (Zr v Zg2 )(a2) be arbitrary elements of 1J', where 
ZKP Zg2 E t and a1, a2 > 0. By (3.2), the intersection of these elements contains 
(Zr v Z1s, v Zg) (a3), where a3 = min(ai, a2). Since tis an e-filter, Zg, V Zg2 Et 
and this implies that (Zr v Zg, v Zg) (a) E 1J'. Thus 1J' is a filter base. 

Now let T/" denote the filter generated by 1J. We show that 1J = 1J ". Firstly, if 
A is a z-set in 1J, then by (5.1) there is a continuous function g:X-. [0, 1] such 
that A= Zg(½) and Im Zg c 1J. Thus Zg E g and so Im(Zrv Zg) c 1J'. Thus Zr(½) 
n Zg(½) ET/' by (3.2), from which it follows that A E 1J"· This proves that the 
z-filter base of T/ is contained in 1J ", and so 1J C 1J ". From this it follows that 
T/" is a Cauchy filter, and so to prove that r, = T/" it suffices to prove that T/" is 
a minimal Cauchy filter. For this purpose we use (4.9). Let (Zr v Zg)(a) be an 
element in the base r,' of r, ", where g is a non-negative function such that Zg 
Et and a> 0. We may suppose that /is also a non-negative function, in which 
case Zr v Zg = Zh, where h = f v g, by (3.5). Let 0/f>-= { U, V} be the finite 
covering of X by cozero sets defined by U = h- 1([0, 3a/4)), V = h- 1((a/2, oo)). 
Then St(Zh(a/4), 0/11.) = UC Zh(a) = (Zrv Zg)(a). Since Zh(a/4) also belongs to 
r,', it follows from (4.9) that r," is a minimal Cauchy filter. Thus T/ = r,". 

We can now show that tis an e-ultrafilter. Since Zo Et (where O is the zero­
function on X), Im(Zr v Zo) C r,' Cr,. However Im Zr= Im(Zr v Zo) and Im Zr 
CT/ implies that Zr Et. This proves that g is an e-ultrafilter by (3.15 (b)). 

Finally we show that Tr t is the z-filter base of 1J. It is clear that Tr g is 
contained in the z-filter base of T/· In order to prove the converse inclusion, let 
A be a zero-set in 1J. By (5.1) there is a continuous function g:X-. [0, 1] such 
that A= Zg(½) and Im Zg Cr,. Since Zg Et it follows that A E Tr f Thus the 
z-filter base of T/ is contained in, and hence is equal to, Tr f q.e.d. 

PROPOSITION 5.4. The function defined by 

t - (Tr t)+, 

where g is an e-ultrafilter, is a homeomorphism between A. and X which 
commutes with the embeddings of X. 



58 J. H. V. HUNT AND W. SZYMANSKI 

Proof: By (5.2) the range of the function described is contained in X. We 
shall first show that this function commutes with the embeddings of X in .,l{e 
and inX. 

The embeddings of X in .,/{e and in X are given by 

X ,_ tx = {Zr:f(x) = O}, 

x ,_ T/x = the ngbd filter of x, 

respectively, according to (3.17) and Section 4. We have to prove that T/x = (Tr 
tx)+. Let A be a zero set in T/x• By (5.1) there is a continuous function f:X -
[0, 1] such that A = Zr(½), Im Zr C T/x and r-1 (0) E T/x• The last condition implies 
that f (x) = 0. Hence Zr E tx and A E Tr tx• Since the zero sets in T/x form a base 
for T/x, it follows that T/x C (Tr tx)+. The converse inclusion can also be proved 
directly. However, the equality T/x = (Tr txi+ follows immediately from the 
inclusion T/x C (Tr tx)+, because (Tr gxrt-is a minimal Cauchy filter by (5.2). 

In order to show that the function from .,l{e to Xis a homeomorphism, it is 
enough to show that it is one-one, onto and continuous, because .,/{e is compact 
and X is Hausdorff. 

In order to show that the function is one-one, let g, f be distinct e-ultrafilters. 
Since tis an e-ultrafilter and g 'i' f, there is an element Zr E (g - e). Since f 
is an e-ultrafilter, by (3.15) (b) there is an element Zg Et such that cJ> E Im(Zr 
V Zg). This means by (3.2) that Zr(a) n Zg(o:) = 0 for some a> 0. Since Tr t 
Tr fare filter bases (this is established before (3.18) ), it follows that Tr g 'i' Tr 
f, and hence that (Tr t) + 'i' (Tr f i+. 

In order to show that the function is onto, let T/ be a minimal Cauchy filter. 
By (5.3) t = {Zr: Im Zr C 11} is an e-ultrafilter having the property that Tr t is 
the z-filter base of T/· However, by (5.2) Tr g is also the z-filter base of (Tr g)+. 
It follows that T/ = (Tr t)+. 

In order to prove that the function is continuous at g E .,/{e, let Ube a basic 
open neighbourhood of (Tr g)+ in Xe, where U is a cozero-set in X. Since (Tr 
g)+ E U, it follows that U E (Tr t)+. Thus U-:J Zg(a), for some Zg E g and some 
a > 0. Since X - U, Zg(a) are disjoint z-sets, by (4.3) there is a continuous 
function f:X - [0, 2a] such that r-1(0) = X - U, r 1(2a) = Zg(o:). Since Z1(a) 
n Zg(a) = 0, it follows from (3.9) and (3.12) that Zr e f Thus .,l{e - 0 (Zr) is a 
neighbourhood oft in .,/{e, and we show that it is mapped into 0. Let f E (.,l{e 
- 0 (Zr). Since Zr e f and f is an e-ultrafilter, it follows from (3.15 (b)) that 
0 E Im(Zr v Zh) for some Zh E f. Consequently Zr(/3) n Zh(/3) = 0 for some 
/3 > 0, by (3.2). Since X - UC Zr(/3), it follows that U-:J Zh(/3). Hence U E (Tr 
e)+. That is (Tr f)+ E U. q.e.d. 

6. The Connection Between .,l{e and .,l{z 

In Section 5 we have established the natural correspondence between .,l{e 
and X. In the present section we indicate the correspondence between X and 
the space .,l{z of all z-ultrafilters on X (Xis always a completely regular space). 
In this way we want to point out that the correspondence between .,l{e and Jltz 
relies essentially on the uniformity on X described in Section 4. 
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We refer to [3] for the theory of z-filters. We preserve the notation of the 
previous sections. The proofs are not included, because they are not difficult. 
However, this is precisely due to the definition of .X as stated in Section 4. Let 
us point 04t that the proofs of results of this section become more complicated 
if one uses the definition of uniformities in terms of relations or the definition 
of the completion in terms of equivalence classes of Cauchy filters. 

PROPOSITION 6.1. If 1/ E .X then f = {A c X: A is a z-set which meets every 
B Er,} is a z-ultrafilter. 

Observe that it is enough to prove only the intersection property of f. 

PROPOSITION 6.2. If f E At, then 1/ = {St(A, OZ/A): A E r, OZ/A is arbitrary}+ 
belongs to X. 

PROPOSITION 6.3. The mappingof X in Az given by 1/ ~ f, where f is defined 
as in (6.1), is a homeomorphism of X onto A, which commutes with the 
embeddings of X into X and At,. 

Composing the homeomorphism Ae-+ X (Section 5) and the above ho­
meomorphism X-+ A, we get a natural correspondence between A, and Jitz, 
One can show, however, that the basic closed sets in Jlt, are z-sets, but a basic 
closed set AC Jitz is a z-set if and only if A= n:-1 Un, where Un is a cozero-set 
in J/t2 • Therefore, the above correspondence, although natural, does not carry 
over basic closed sets. (See also a remark on the bottom ofp. 105 of [3]). 

Finally let us observe that if g is an e-filter, then Tr g is an e-filter as defined 
in [3], p. 33. Conversely, if ir is an e-filter in the sense of [3], p. 33, (i.e. ir is a 
z-filter such that ir = U {Im Zr: Im Zr C iY}), then t = {Zr: Im Zr C iY} is an e­
:filter. In [3], 2L15 it is indicated that Tr t for g E A,, is contained in a unique 
z-ultrafilter and, conversely, that every z-ultrafilter contains a unique Tr t g 
E J/t,. By the previous results we see that the bridge between Tr g (t E A,) 
and the unique z-ultrafilter which contains Tr g is provided by the minimal 
Cauchy filter (Tr g)+ in X. (Compare (5.2), (6.1)). 

7. The Connection between e-lTitrafilters and Maximal Ideals of C*(X) 

Let X be a completely regular space. Define C+ * (X) = { f E C* (X): f;;::: O}. 
C+ * (X) with the natural partial order ( f, g E C+ * (X); f s. g if g - f;;::: 0) and 
with the operations V, A defined at the beginning of Section 3, is a distributive 
lattice. It follows from (3.4), (3.5), (4.6), (3.7) that the lattices C+ *(X) and {ef are 
lattice-isomorphic. Denote by A+ the maximal lattice ideal space of C+ *(X). 
With the natural h - k topology, J/t+ is a compact space (2.8). By (2.9), J/t+ is 
naturally homeomorphic with A,. One can show that A+ is the Stone-Cech 
compactification of X. The constructions of Stone-Cech compactifications by 
using Banach lattices can be found in [6], [7]. 

Consider now the real Banach algebra C* (X) with unit - the constant 
function 1. Let A be the maximal ideal space of C* (X) equipped with the usual 
hull-kernel (h - k) topology; namely, the base of closed sets of J/t is given by 
the collection of/*= {J E A:/E J}, f E C*(X). (A, h - k) is a compact space 
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(see [8] 11.6) and, since C*(X) is a regular Banach algebra, (..i, h - k) 1s 
Hausdorff (see [8], 22 for the definitions and proofs). 

One can show that if J E ..i, then 

(7.1) /EJ ifandonlyif 1/IEJ; foreach /EC*(X), 

(7.2) if /EJ,gEC*(X), Osgsf, then gEJ. 

By (7.1) and (7.2) one can prove that the mapping ..i - ..i+ defined by J 
- J+ = J n C+ *(X) is a 1 - 1 mapping of ..i onto ..i+. Its inverse ..i+ - ..i is 
defined by A - + A = { / E C* (X) : I f I EA}. This mapping is a homeomorphism, 
because it maps the basic closed set/* = I fl* (use (7.1) on ..i precisely onto the 
basic closed set 0 1 f I on ..i+, for each/ E C*(X). The natural embedding of X 
into ..i is given by x - Mx = {f E C*(X) :/(x) = 0}. 

Hence we have indicated the correspondence between ..i and ..ie, which is 
a homeomorphism, preserving natural embeddings of X into ..i and ..ie. 

CENTRO DE INVESTIGACION DEL IPN, MEXICO 14, D. F. 
POLISH ACADEMY OF SCIENCES, CRACOW. 
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