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LYAPUNOV CRITERIA FOR STABILITY OF DIFFERENTIAL 
EQUATIONS WITH MARKOV PARAMETERS 

BY ONESIMO HERNANDEZ-LERMA 

Introduction 

In this paper we use Lyapunov-like techniques to study stability with 
probability 1 and weak stochastic stability of differential equations of the form 

(*) x(t) = F(x(t), y(t)), 

where y(t) is a given time-homogeneous Markov process. 
Lyapunov's direct method to study the stability of stochastic systems was 

introduced by Bertram and Sarachik [2] and, independently, by Kats and 
Krasovskii [9]. In [2] the type of stability considered is "stability in the mean," 
while in [9] Kats and Krasovskii considered a form of probabilistic stability 
weaker than stability w.p.1. In both of these works the noise process y(t) in 
(*) is a Markov process with finite state space. Following the work of Kats and 
Krasovskii, Khasminskii [12] studied the stability w.p.1 and stability in the 
mean for stochastic differential equations of Ito type. In turn, Khasminskii's 
work for Ito equations initiated a fruitful area of research pursued by many 
other authors, notably Kushner, whose monograph [14] is still the standard 
reference on the subject. Recent results on stability for Ito equations are given 
in [6], [8]. 

Stability with probability 1 (defined in §2) is a type of "pathwise" stability 
with respect to an equilibrium solution of equation (*). A different type of 
stability is what Wonham [21] calls weak stochastic stability. Namely, the 
system(*) is said to be weakly stochastically stable if the solution process x(t) 
has an invariant probability distribution. W onham used Lyapunov techniques 
to study this form of stability for Ito equations. A similar approach was also 
followed by Kushner [15, 16], and Zakai [23]. 

For a short, readable description of the several types of stochastic stability 
and the work of other authors we refer to Kozin's survey [13]. For applications 
of systems of the form (*) in demography, engineering, physics, etc., see, for 
instance, [4], [18], [20]. 

The paper is divided in two parts. Part 1(§§1-6) on stability w.p.1, can be 
described as follows: In §1 we state the basic assumptions on the noise process 
y ( t) and the system (*), and some of the properties of x ( t) and the joint process 
(x(t), y(t)) are reviewed. The definitions of stability w.p.1 and Lyapunov 
functions are given in §2. The results in §3 are the stochastic counterparts of 
the classical (deterministic) Lyapunov stability theorems. These results par­
allel the work of other authors [9], [12], [14], etc. for several types of stochastic 
equations and they are the natural extensions to stochastic systems of well­
known results for deterministic differential equations [17]. In §§4-5 we state 
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other instability and stability theorems, and then, in §6, we mention some 
examples. 

Part II, on weak stochastic stability, consists of §§7-8. After some prelimi­
naries (§7), we state in §8 the corresponding Lyapunov theorems. To prove 
these we use necessary and sufficient conditions for the existence of invariant 
probability measures given by Benes [I]. This approach was first followed by 
Zakai [23] for Ito equations. 

Notation. Vectors are written as column matrices. If A is a matrix, A* 
denotes its transpose and Tr(A) its trace. Given a function v:Rn __,, B1, vx(vxx) 
denotes the vector (matrix) of first (second) partial derivatives of v. That is, Vx 

and Vxx denote the gradient and the Hessian matrix of v, respectively. Random 
variables are tacitly referred to an underlying probability space (0, ij, P). E 
denotes expectation; E,,x( P,,x) denotes expectation (probability) conditional on 
the event x(t) = x. If t = 0, we write Eo,x = Ex and Po,x = Px. To minimize the 
numbering of formulas, and if no confusion may arise, some expressions which 
are referred to only within the same section or proof of a theorem are marked 
with asterisks (*). 

Part I: Stability w.p.1 

I. Preliminaries and basic assumptions. Throughout this work it is as­
sumed that y(t), t 2= 0, is a time-homogeneous Markov process with state space 
Sin Rm. Furthermore, y(t) is a Feller process and is right-continuous with 
finite limits from the left. Since y(t} takes values in an Euclidean space, we can 
assume that y(t) is a separable process [7]. The (weak infinitesimal) generator 
of y(t) will be denoted by Q. 

The right-continuity and Feller assumptions imply that y(t) is strong Mar­
kov. On the other hand, if y(t) is a jump process, the above hypotheses insure 
that w.p.1 on any finite interval of time only finitely many jumps occur. For 
definitions and results on Markov processes we refer to the books by Dynkin 
[5] or Gikhman and Skorokhod [7]. 

Given y(t) as above, consider then-dimensional process x(t) defined by 

(I.I) i(t) = F (x(t), y(t) ), t 2= 0, x(0) = x. 

We assume the following conditions on F and y(t): 
(1.2) Assumptions. The function F:Rn X 8-+ Rn is continuous in both variables 
x E Rn, y E S, and satisfies: 

(a) there is a constant c such that 

IF(x,y)ISc(l+lxl) forall xERn,Y ES. 

(b) for any compact KC Rn there is a constant c = cx such that 

IF(x, y) - F(x', y)I s clx - x'I 

for all x, x' in K, and ally ES. 
In addition, the Markov process y(t) is such that: 
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(c) the joint process (x(t), y(t)) satisfies the Feller property (see remark 
(1.3) below). 

Conditions (1.2a, b) insure the existence of a unique solution of (1.1). On the 
other hand, even though x(t) itself is not necessarily Markov, it is a well known 
fact (see, for instance, [22]) that the joint process (x(t),, y(t)) is Markov. 
Furthermore, assumption (1.2c) implies that (x(t), y(t)) is strong Markov [7]. 

(1.3) Remark. Let us briefly recall what the Feller prpperty means. For 
bounded measurable functions u on Rn X S and t ~ 0, define the operators Tt 
as 

(T1u)(x, y) = Ex,yU(x(t), y(t)). 

The Markov process (x(t), y(t)) is said to be a Feller process if 

u E C ~ T,u E C, 

where C = C(Rn X 8) is the space of continuous bounded functions on Rn X 

S. Assumption (1.2c) holds in many cases of interest. For instance, it can be 
easily verified in the case in which y( t) is a Markov process with finitely many 
states, or more generally, when the state space S (finite or infinite) of y(t) 
consists of isolated points- (e.g. the integers). It also holds if y(t) is a diffusion 
process with drift and covariance coefficients satisfying the usual growth and 
Lipschitz conditions [6, vol. l], [8]. 

In analogy with stochastic differential equations of Ito type we have: 

PROPOSITION 1.4. Under assumptions (1.2), 

(a) Ex,ylx(t)j2p::s (1 + jxl 2P)eq 1 

(b) Ex,y I x(t) - X 12P ::s q(l +IX I 2P)tpeqt 

for t ~ 0, p = I, 2, • • • , where q and q are constants depending only on p and 
the constant c in (1.2). 

The proof of this result is essentially the same as for Ito equations; see, for 
instance [6] or [8]. 

The generator of ( x ( t), y ( t)). Let B denote the Banach space of measurable 
bounded functions on Rn XS with uniform norm II u II = SUP<x,y> I u(x, y) I, and 
let T1 be the operators defined in (1.3) for u EB. (The operators Ti, t ~ 0, form 
a contraction semigroup: Ts+t = T.Tt for alls, t ~ 0, and II Tiu II ::S II u II for all u 
EB). If u, Uk EB, we say that u = lim Uk if Uk(x, y) - u(x, y) for all (x, y) E Rn 
X Sand if II vk II are bounded. (That is, vis the weak limit of Vk; it is the "strong" 
limit if II vk - v II- 0.) Let Bo be the set of functions u E B such that lim1-0T1v 
= u. If for u E Bo the limit 

or more explicitly, 
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(1.5) 
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Lv(x, y) = lim1 ... o ~ (Ex,yV(x(t), y(t)) - v(x, y)) 

exists and satisfies that Lv E Bo, that is, 

lim1 ... o T1Lv = Lv, 

we then say that "vis in the domain of L" and the operator Lis called t~ 
(weak infinitesimal) generator of the process (x(t), y(t)); see Dynkin [5]. The 
domain of L includes the set of continuous bounded functions v(x, y) on Rn 
x S such that vis of class C1 in x, with bounded gradient Vx, and, as a function 
of y, v(x,,) is in the domain of the generator Q of y(t). Henceforth, "v in the 
domain of L" means that v has at least these properties. In this case, Lv is 
given by 

(1.6) Lv(x, y) = F(x, y)*vx(x, y) + Qv(x, y). 

For instance, if y(t) is a jump Markov process, then Lv is defined for 
continuous bounded functions v(x, y) of class .C1 in x, with bounded gra­
dient Vx, In particular, if y(t) is a Markov chain with a finite state space S = 
{l, • • •, N} and infinitesimal matrix Q = (Q;i), we can write (1.6) as 

(1.6a) Lv(x, y) = F(x, y)*vx(x, y) + }:f=.1 Qyiv(x,j), y = 1, • • •, N. 

Here, Q is a N X N matrix such that Qyi ~ 0 for j ~ y and Qyy = - L#Y Qyi• If 
y(t) is a diffusion process with drift vector b(y) and diffusion matrix a(y) = 
(a;j(y)), and v(x, y) is a continuous bounded function of class C1 in x, of class 
C2 in y, and such that Vx, Vy, and Vyy are bounded, then Lv is given by 

(1.6b) Lv(x, y) = F(x, y)*vx(x, y) + b(y)*vy(x, y) + ½ Tr(a(y)vyy), 

Sometimes, it is convenient to interpret Lv(x, y) as some sort of average 
value of the derivative of the function v(x(t), y(t)) along all the realizations of 
the process (x(t), y(t)) issuing from the point (x, y) at time t = 0. Consistent 
with this interpretation, we have the important formula [5] 

(1.7) Ex,yv(x(T), y(T)) = v(x, y) + Ex,y LT Lv(x(s), y(s)) ds, 

which holds for any function v in the domain of L and any stopping time T for 
the process (x(t), y(t)), if Ex,y(T) < oo. 

2. Stability w.p.1 and Lyapunov functions 

In addition to (1.2) we assume that 

F(0, y) = 0 for all y ES, 

so that x(t) = 0 is an equilibrium solution of (1.1). Then, by the assumptions 
(l.2a,b), standard results for ordinary differential equations imply that, for any 
yES. 
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Px,y(x(t) = 0 for all t > 0) = 1 if x = x(0) = 0 

Px,y(x(t) = 0 for some t > 0) = 0 if x = x(0) ¥, 0. 
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(2.1) Definition. The system (1.1) (or the equilibrium solution x(t) = 0) is 
said to be 

(a) stable w.p.1 if, for any e > 0 and y E S, 

limx--oPx,y(sup,2:0 I x(t) I 2!: e) = 0 

(b) asymptotically stable w.p.1 if it is stable w.p.1 and, in addition, for any 
yES, 

limx--0Px,y(lim1--00X(t) = O) = 1 

(c) asymptotically stable in the large w.p.1 if it is stable w.p.l and, further­
more, 

Px,y(limt __ oox(t) = O) = 1 

for any x E Rn andy ES. 

It may happen that some of the conditions (a), (b), or (c) in (2.1) hold only 
for values of y in a subset S1 of S. In that case, we restrict the corresponding 
condition in (2.1) to values y E S1. 

We introduce now the concepts of positive-definite function and Lyapunov 
function. 

(2.2) Definition. (a) A continuous function w(x) defined on an open sphere 
Bh = {x E Rn: Ix I< h} is said to be positive-definite (in the sense ofLyapunov) 
if 

w(0) = 0 and w(x) > 0 for x ¥, 0. 

(b) A continuous function v(x, y) on Bh XS is said to be positive-definite if 
v(0, y) = 0 for ally, and if there exists a positive-definite function w(x) such 
that 

v(x, y) 2!: w(x) for all x E Bh, y ES. 

(c) A function vis negative-definite if-vis positive-definite. 

(2.3) Definition. A positive-definite function v on Bh X S, for some h 2!: 0, is 
called a Lyapunov function for the system (1.1) if v is in the domain of L and 
Lv(x, y) ~ 0 (x E Bh, y ES). 

Given that (x(0), y(0)) = (x, y), with x E Bh, let -r = 'Tx,y be the exit time from 
Bh of x(t). Let (.i(t), y(t)), t 2!: 0, be the process defined by 

(2.4) .i(t) = x(t I\ -r), y(t) = y(t I\ -r), 

where t I\ -r = min(t, -r), and let v(x, y), x E Bh, y ES, be a Lyapunov function 
for system (1.1). Then, since Lv ~ 0, it follows from (1.7) that 
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Ex,yV(x(t I\ 'T), y(t I\ T)) S v(x, y) 

for any t ===: 0, x E Bh, y E S. This proves the following important lemma 
originally due to Bucy [3]; see also Kushner [14]. 

LEMMA 2.5. If v(x, y) is a Lyapunov function for equation (1.1), then v(.i(t), 
y(t)), t ===: 0, is a nonnegative supermartingale. Therefore, by the supermartin­
gale inequality (see, for instance, Dynkin [5], vol. 2) 

Px,y(sup12,0V(.i(t), _y(t)) =::: e) S ! v(x, y) 
E 

for any e > 0. 

3. Lyapunov Theorems 

The Lyapunov theorems for stability w.p.l are the following (cf. LaSalle and 
Lefschetz [17] for deterministic systems). 

THEOREM 3.1. If there exists a Lyapunov function v(x, y) for the system 
(1.1), then the system is stable w.p.1. 

THEOREM 3.2. Let v(x, y) be a function defined on Bh XS for some h > 0, 
and assume that vis a Lyapunov function for the system (1.1) and such that 

(a) Lu is negative-definite. 
If such a function v exists, then the system is asymptotically stable w.p.l. If, 

in addition, v is defined for all x E Rn and y E S, and satisfies: 

(b) there exists a positive-definite function w(x), 

x E Rn, such that w(x) - oo as Ix I - oo, 

and 

v(x, y) 2:: w(x) for all x E Rn, y E S, 

then the system (1.1) is asymptotically stable in the large w.p.l. 

Remarks. (1) If v(x, y) is a Lyapunov function, then in particular, v vanishes 
at x = 0 and has bounded gradient Vx, Therefore, by the mean value theorem, 

(0 s) v(x, y) = x*vx(x', y), 

which implies that v(x, y) - 0 as Ix I - 0, uniformly on y. Thus following the 
European terminology for nonautonomous ODE's, we might refer to the latter 
property by saying that "vis decrescent," or that "v has an arbitrarily small 
upper bound." Likewise, we might refer to property (3.2b) by saying that "vis 
radially unbounded." (2) Condition (3.2b) implies, of course, that v(x, y) is 
unbounded on Rn X S. In this case, the requirement that vis in the domain of 

\ L is interpreted as follows: For each h > 0(h - oo), v(x, y) is a bounded 
measurable function in the domain of L for I x I < h, y E S, and the process 
(x(t), y(t)) in (1.5) is now the corresponding stopped process in (2.4); cf. [14, 
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§1.3]. A similar interpretation is assmned in all our results in which v is 
unbounded. 

Proof of Theorem (3.1). Suppose that v(x, y) is a Lyapunov function defined 
on Bh X S for some h > 0, and let (.x(t), y(t)) be the process defined in (2.4). 
Then, for any e > O(e < h), there exists a positive number E1 = e 1 (e) such that, 
for any y E S and Ix I < h, 

Px,ji(sup1;a::ol x(t) I ==:; e) =i Px,y(Sup1;a::ol x(t) I 2:: e) 

::5 Px;y(sup1.,,o v(:i(t), y(t)) ~ E1) 

1 
::::-v(x,y) 

€1 

by the supermarting~e inequality in Lemma (2.5). Letting x - 0 we obtain 
Theorem (3.1). 

We give next a slightly different proof of Theorem (3.1) in terms of the exit 
time of x(t) from a neighborhood of the origin. This approach will be useful in 
the proof of later theorems . 

. Another Proof of Theorem (3.1). As in the previous proof, let v(x, y) be a 
Lyapuriov function defined on Bh >< S. Clearly, Definition (2.la) of stability 
w.p.l is equivalent to: For any e > 0 and y E S, 

(*) 

where T" = inf{t > O:I x(t) I=== e}. 
Let I(A) denote the indicator function of the event A. Then, for n = 1, 

2, • • •; we have: 

== V(x1 y) + Ex;y i-r'An Lv(x(r), y(r)) dr by (I.7) 

::; v(x, y). 

Letting n - oo, we obtain 

Ex,y[v(x(T'),-y(T•))J(T' < oo)]:::: v(x, y), 

and therefore, if E1 = e1(e) > 0 denotes a lower bound for v(x, y) when Ix I == 
e, we have that 

E1Px,y(T' <( oo) !:: v(x, y). 

Finally, letting x ➔ 0, we obtain (*); 
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Proof of Theorem (3.2). First, we shall prove asymptotic stability. Let v(x, 
y) be a Lyapunov function on Bh x S which satisfies conditions (3.2a), and let 
(.i(t), ji(t)), t ~ 0, be the process defined in (2.4). Since v(.i(t), ji(t)) is a 
nonnegative supermartingale, it follows from the martingale convergence theo­
rem that there exists a nonnegative random variable V(x, y), which may 
depend on the initial states x(O) = x, y(O) = y, x E Bh, such that 

v(.i(t), ji(t)) - V(x, y) as t- oo, w.p.1, 

and, therefore, 

Px,y(lim,_°"x(t) = 0) ~ Px.y(lim,---""v(.i(t), .flt)) = 0) 

= P(V(x, y) = O), 

where P(V(x, y) = O) means Px,y(V = 0). By Theorem (3.1), the system (1.1) is 
stable w.p.1. Thus, to prove asymptotic stability it is enough to show that, for 
any y ES, 

(*) limx:...oP(V(x, y) = 0) = 1, 

or equivalently, that or any y E S and 17 > 0, there exists a positive 8 = 8(y, 
17) such that 

P(V(x, y) > 0) < 11 if !xi< 8, 

Arguing by contradiction, let us assume that this is not true. Then, there exists 
Yo E S and 170 > 0 such that for any 8 > 0, P( V(xo, Yo) > co) > 110 for some I Xo I 
< 8, and some c0 > 0. Therefore, with probability at least 7Jo, there exists a 
random time T [5, §4.1) such that 

v(.i(t), ji(t)) ~½co for t > T, 

where (x(O), y(O)) = (Xo, yo), which, in turn, implies that 

l.i(t)l~c1 for t~T, 

for some c1 > 0. On the other hand, by (3.2a), there exists c2 > 0 such that 

Lv(x, y) s -c2 

Therefore, denoting by J(A) the indicator function of an event A and using 
(1.7), we have: 

0 S Ex0,y0V(.i (t), ji (t)) 

= v(xo, Yo) + Ex0,y0[I(t < T) + I(t ~ T)] 

• f Lv(.i(s), ji(s)) ds 

S v(xo, Yo) + Ex0,y.J(t ~ T) I: Lv(.i(s), ji(s)) ds 
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and letting t approach oo, we get a contradiction. Therefore, ( *) must be true. 
This proves asymptotic stability. 

To prove the second part of Theorem (3.2) (asymptotic stability in the 
large), we assume now that v(x, y) is a Lyapunov function defined for all x E 
Rn and y ES, and that v satisfies (3.2a, b). The proof is reduced to showing 
(Lemma (3.3) below) that given any neighborhood Bh = {x E Rn: Ix I< h}, h 
> 0, of the origin, and any initial condition x(0) = x E Rn, the trajectories x(t) 
starting at x always reach Bh in a finite time w.p.1. Having that x(t) has 
reached the neighborhood Bh, and choosing h sufficiently small, we can apply 
the first part of the theorem ("local" asymptotic stability) and the strong 
Markov property of the process (x(t), y(t)) to obtain the desired conclusion 
(asymptotic stability in the large). 

LEMMA 3.3. Let v(x, y), x E Rn, y ES, be a Lyapunov function satisfying 
assumptions (a) and (c) of Theorem (3.2). Then for any h > 0, and any x e 
Bh,yES, 

Px.y(x(t) E Bh for some t > 0) = 1. 

Proof. Let r1 and r2 be positive numbers, with r1 < h < r2, such that x(0) = 
x is in the set A = {x:r1 < Ix I < r2}, and define T = inf{t > 0:x(t) e A}. If 
-c = SUPxEA.yesLv(x, y), with c > 0 by (3.2a), we see from (1.7) that 

r/\n 

Ev(x(T /\ n), y(T /\ n)) = v(x, y) + E Jo Lv(x(s), y(s)) ds 

(*) 
s v(x, y) - cE(T /\ n), 

where E = Ex.y• Therefore, since v ~ 0, 

E(T /\ n) s c- 1v(x, y). 

Letting n - oo, this shows that E(T) < oo and, hence, P(T < oo) = 1. In turn, 
this implies that 

Let 

v; = inf{ v(x, y): Ix I = r;, y E S} 

From(*), 

v(x, y) ~ Ev(x(T /\ n), y(T /\ n)) 

and letting n - oo, we see that 

v(x, y) ~ Ev(x(T), y(T)) 

i = 1, 2. 

~ v1P( I x(T) I = r1) + v~( I x(T) I= r2) 

= V1 + (v2 - v1)P( I x(T) I == r2), 
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where P = Px,y• By assumption (3.2b), V2 > V1 for r2 sufficiently large, so that 

P( I x(T) I = r2) ~ (v(x, y) - v1)/(v2 - v1), 

and the right side of this inequality tends to zero when r2 ._ oo. Therefore, 
since 

{x(t)EBh forall t}C n {lx(T)l=r2}, 
r 2<oo 

we obtain that P(x(t) e Bh for all t ~ O) = 0. This completes the proof of the 
Lemma and also (see the paragraph preceding the statement of Lemma (3.3)) 
completes the proof of Theorem (3.2). 

By definition (cf. Wonham [21]), the process x(t) is said to be recurrent if 
there exists a compact set KC Rn such that for any x E Rn, y ES, • 

Px,y(x(t) EK for some t > 0) = 1. 

Taking K as the closure of Bh in Lemma (3.3), we obtain the following corollary: 

COROLLARY 3.4. The hypotheses of Lemma (3.3) imply that the process x(t), 
t ~ 0, is recurrent. • • , 

This result is related with the existence of invariant distributions for the 
process x(t) (§§7, 8). 

4. Instability 
-.,. 

A proof similar to that of Lemma (3.3) gives the following instability theorem; 
cf. Khasminski [12, Theor. 2.3]. 

THEOREM 4.1. Let v(x, y) be a nonnegative function defined for O <:Ix I < h, 
y ES, (where 0 < h ~ oo is arbitrary) and such that 

(a) v(x, y) ._ oo as x ._ 0, 

(b) v is in the domain of L and Lv(x, y) ~ -c(Q <Ix I < h, y E S), for some c 
>0 .• 

Then the system (1.1) is unstable; in fact, it is "uniformly unstable," in the 
sense that for any e > O(e-::: h) 

Px,y(-r' < oo) = 1 for all O <IX I< e, y E= S, 

where -r' = inf{t > 0: I x(t) I ~ e}. 

Proof. Let e1 be a positiv~ number such that O < e1 < e and x =:= x(O) is in th~ 
set A= {x E Rn:e1 <IX I<: e}. Let T = inf{t > O:x(t) e A}. Let us write Px,y 
= P. By assumption (b), pie same argument th,t we used in the' proof of 
Lemma (3.3) gives that P(T < oo) = 1, so that 

(*) P( I x(T) I = e1) + P( I x(T) I = ~) = 1, 
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v(x, y) 2= v1P( I x(T) I= E1) + voP( I x(T) I= e) 

= (v1 - Vo)P( I x(T) I = E1) + Vo, 
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where V1 = inf(v(x, y): Ix I = E1, y E S), and Vo = inf(v(x, y): Ix I = e, y E S). 
Taking E1 sufficiently small, assumption (a) gives V1 - Vo> 0 and, therefore, 

P( I x(T) I= E1) :S (v(x, y) - vo)/(v1 - Vo). 

Using (a) once more, we see that the right side of this inequality tends to zero 
when e1 - 0. From this and(*), the theorem follows. 

5. Other stability theorems 

In Theorem (4.1) we showed (roughly) that if v(x, y) - + oo as x - 0 and Lv 
:S -c, then system (1.1) is (uniformly) unstable. From this we might ~onjecture 
that changing the requirement v(x, y) - + oo by v(x, y) - - oo (as x - 0) we 
would obtain stability, or· perhaps asymptotic stability. With an additional 
assumption, this is indeed the case, as shown in (5.3) below. Definitions (5.2) 
and (5.4) are variations of the concepts of "S-function" and "G-function" 
introduced by Friedman and Pinsky (see Friedman [6], or Pinsky [19]). 

For some ;\ > 0 and h > 0, let V(x, y) be the function defined as 

V(x, y) = e>-••<x,y) if 0 < I X I < h, y E S 

= 0 if x = 0, y E S, 

where v(x, y) is a function defined for O < Ix I < h, y E S, which satisfies: 

(5.1) (a) There exist continuous functions w1 (x), w2(x), x 7' 0, such that, for any 
yEa • . •• 

w1(x) :S v(x, y) :S w2(x), and w2(x) - -oo as x - O; 

(b) vis the donia~ of Land Lv(x, y) :S -1 (0 <Ix I< h, y ES). 

We want to show that, with an additional assumption, (5.lc), and~ suffi­
ciently small, V(x, y) is a Lyapunov function satisfying (3.2a). Clearly, V(x, y) 
is a positive-de:tipite function. Also, LV(0, y) = 0 (by'definition of V and the 
fact that x(0) = 0 ~ x(t) = 0 for all t > 0, w.p.1), and for 0 < Ix I < h, y E S, 

LV(x, y) = F(x, y)*Vx(x, y) + QV(x, y) 

= .\ V(x, y)F(x, y)*Vx(x, .:y) + QV(~, Y,), 

where Q is the generator of y(t). On the qther hand, using Taylor's theorem to 
expand the.identity 

V(x, y(t)) - Vfx, y) = V(x, y)(eA[,>(x,~(t))-v(x,y)] - l}, 

we see thl:!-t, for O < Ix I < h, y E S, 
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QV(x, y) = A V(x, y)[Qv(x, y) + AR;,. (x, y)], 

where R;,. (x, y) is a continuous nonnegative function of x, y, and which, in 
general, may also depend on A. (For instance, if y(t) is a diffusion process with 
drift vector b(y) and diffusion matrix a(y), then R;,.(x, y) = t v/a(y)vy.) 
Therefore, 

LV(x, y) = A V(x, y)[F(x, y)*vx + Qv(x, y) + AR;,. (x, y)] 

(**) = A V(x, y)[Lv(x, y) + AR;,. (x, y)] 

~AV(x,y)(-l+AR;,.(x,y)), by(5.lb). 

Now, in addition to (5.la, b), let us assume: 

(5.lc) The "second order" term R;,.(x, y) in(*) is bounded, say 

0 ~ R;,.(x, y) ~ m, m > 0, for 0 < Ix I < h, y ES. 

Then, from(**), LV(x, y) < 0 if 0 <A< 1/m. Before continuing let us give 
the following: 

(5.2) Definition. A function v(x, y) defined for O < Ix I < h, y E S, is said to 
satisfy condition A if (5.la-c) hold. 

Hence, summing up, we have proved above that if v(x, y) satisfies condition 
A, then for A > 0 sufficiently small, the function V(x, y) is a Lyapunov function 
which satisfies hypothesis (a) of Theorem (3.2). Therefore, we have proved: 

THEOREM 5.3. If there exists a function v(x, y) which satisfies condition A, 
then the system (1.1) is asymptotically stable w.p.l. 

Comparing (5.3) with Theorem (3.2), we would expect that condition A plus 
some new condition imply asymptotic stability in the large. This new condition 
is what we call condition B. 

(5.4) Definition. A nonnegative function w(x, y) defmed for all x ¥- 0, y ES, 
is said to satisfy condition B if 

(a) w is in the domain of L and Lw(x, y) < 0 (x ¥- 0), 

(b) w(x, y) - oo as Ix I - oo. 

Compare this definition with (3.2a, b). An analysis of the proof of Lemma 
(3.3) shows immediately that the properties (of the function v(x, y)) that we 
used to prove that lemma are precisely conditions (a) and (b) in (5.4). There­
fore, we have: 

LEMMA 5.5. If there exists a function w(x, y) satisfying condition B, then for 
any neighborhood U C Rn of the origin and any x E U, y E S, 

Px,y(x(t) E U for some t > 0) = 1. 

Proof. The same as for Lemma (3.3). 
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Also, as in (3.4), we have: 

COROLLARY 5.6. If there exists a function satisfying condition B, then x(t), 
t 2::: 0, is recurrent. 

Finally, combining Theorem (5.3) and Lemma (5.5), we obtain (cf. the 
paragraph preceding Lemma (3.3)): 

THEOREM 5. 7 If there exists a function satisfying condition A and a function 
satisfying condition B, then the system (1.1) is asymptotically stable in the 
large w.jJ.l. 

6. Some examples 

Let us consider the system 

(6.1) i+ f(y)z +g(y)i = 0, t 2::: 0 

with given initial conditions z(0) and i(0). Here, y(t), t 2::: 0, is a finite state 
Markov process, with state space S = {l, • • •, N} say, and f and g are bounded 
functions of y(t). We can write the given equation as 

(6.2) i (t) = A(y(t) )x(t), 

where x(t) denotes the vector with components x 1 = z, x 2 = i, and A(y) is the 
matrix 

A(y) = [ o 1 ] 
-g(y) -f(y) • 

As usual, (x(t), y(t)) is a Markov process on R 2 x S. Let B(y) be a 2 x 2 
symmetric and positive-definite matrix of functions of y(t), so that 

v(x, y) = ½ x* B(y)x, 

is a positive-definite function, and 

Lv(x, y) = x*[A(y) * B(y) + ½ It1 Qy.,B(j) ]x, 

where Q = (q;1) is the infinitesimal matrix of the process y(t); see (1.6a). 
Therefore, Lv(x, y) is such that Lu :s 0 iff the matrix 

Y(y) = A(y) * B(y) + ½ It1 Qy;B(.i) 

is nonpositive-definite. Correspondingly, Lu is negative-definite iff Y(y) is 
negative-definite. This will depend, of course, on the values of A(y), B(y) and 
Q = (q;;). For instance, let us assume that g(y) > 0, and that y(t) = ± /3, /3 > 
0, is the random telegraph process (or two-state Markov process) with infini­
tesimal matrix 

Q=a[~l !1J a>0. 

Hence, if B(y) is the matrix 
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with b(y) = 1/ g(y), 

we see that 

Y(y) == [ ~ -f(;)lb(y)] + ½a sgn(y) r--[ ~ b~)] + [ ~ b( ~P)]}, 
b(y) = 1/g(y), 

which is nonpositive-definite (and therefore, (6.2) is stable) if a, f(y) and g(y) 
satisfy: 

(6.3) ag(y)sgn(y)[g(,8) - g(-,8)] $ 2/(y)g(,B)g(-,8), y = ±,8. 

More specifically, if, for example, (6.2) represehts a damped harmonic oscillator 
with coefficients 

(6.4) f(y) = 2y, g(y) = w2 + Y, (g(y) > O), 

criterion (6.3) tells us (see Theorem (3.1)) that (6.2) is stabie if the parameters 
a and ,8 of the process y(t) and the constants y and win (6.4) satisfy: 

a,8(w2 + y)sgn(y) s 2y(w2 + ,8)(w2 '- ,8), y = ± ,8. 

Thus, for instance, given a and ,8, and if w2 > {3, then (6.2) is stable for any y 
2: O; but if ul < ,8, the same conclusion holds provided that y s -a/2. Note 
that, in contrast with the deterministic case, the system (6.2) caii be stable 
even if f(y) takes negative values. As an example, take f(y) = ay/g(-y), y == 
±,8, where g(y) is as in (6.4); then (6,3) holds. 

Now we want to show an example of a function v(x, y) which satisfies 
condition A. Consider again the linear system (6.2), where y(t) is the N-state 
Markov chain given above with infinitesimal matrix Q = (q;1). For x -,,I, 0, y E 
S == {l, • • •, N), define v(x, y) = log I xy I, x E R 2• Since Vx = x/ Ix I 2, we see 
from (1.6a) that 

Lv(x,y) = 1x1-2x*A(y)*x + rf=.1 qy)oglxJI 

= IX 1-2x* A(y)*x + rf=.1 Qyjlog lj I -
(6.5) 

The nonnegative "second order" te:rtn R»(x, y) ih (5.lc) is given by 

which is bounded. On the other hand; the function v(x 1 y) = log I xy I -+ -oo as 
x -+ 0, arid therefore; v satisfies condition A if Lv s -1. In the special case of 
the damped harmonic oscillator with coefficients (6.4) and y(t) the random 
telegraph process, the term L Qy1log lj I in (6.5) becomes 

a sgn(y)(-log I ,8 I+ log l-,8 I)= 0 

and therefore, the condition Lv $ - l reduces to 
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Lv(x, y) = Ix 1-2x*A(y)*x 

= Ix 1-2 ( (1 - w2-y)x1x2 - 2yxl) :::: -1, x ¥- 0, 
or equivalently, 

(*) xi2 + (1 - w2 - y)x1x2 + (1 - 2y)x/ ::; 0, (x1,x2) ¥- 0, 
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y = ±/3, 

y = ±{3. 

If this holds, then by Theorem (5.3) the system is asymptotically stable. Thus 
for specific values of the parameters w, y, /3, we can use (*) to determine the 
region of asymptotic stability w.p.l. 

To illustrate the instability Theorem (4.1), let i = A(y)x be an arbitrary 
linear system, and let v(x, y) = I y 11 x 1-2, x ¥- 0. If y(t) is a finite state jump 
process with infinitesimal matrix Q = (qiJ), then 

Lv(x, y) = -2 IYI Ix 1-4x*A(y)*x + Ix 1-2 Li QyJIJI-

Therefore, since v(x, y) - oo as x - 0, the given system is unstable if Lu :;; 
-c, for some c > 0. In particular, if y(t) = ±/3 is the random telegraph process, 

Lv(x,y) = -2/3lxl- 4x*A(y)*x, y = ±/3, 

and the system is unstable if x* A(y)x ~ c Ix I 24 for some constant c > 0. 

Now, let y(t), t ~ 0, be an m-dimensional diffusion process satisfying the 
stochastic differential equation 

(6.6) dy = b(y(t)) dt + a(y(t)) dw, 

where w(t) is a Wiener process and b(y), a(y) satisfy the so-called Ito condi­
tions, which ensure existence and uniqueness of solutions of (6.6). (See, for 
instance, Gikhman and Skorokhod [8].) In this case, the process x(t) defined 
by (1.1) can be seen as the first n components of the (n + m)-dimensional 
diffusion process (x(t), y(t)) satisfying jointly (1.1) and (6.6), namely, 

(6.7) 
dx = F(x(t), y(t)) dt 

dy = b(y(t)) dt + a(y(t)) dw. 

Therefore, to study the stability of (1.1) we can analyze the joint system (6.7) 
and then restrict ourselves to the x-components. In particular, to construct 
Lyapunov functions we can try to use (at least in nice cases) the methods 
described by Kushner [14, 15]. Thus, for instance, if x(t) (one-dimensional) 
satisfies 

i(t) = (a+y(t))x(t), 

where y(t) is the Ornstein-Uhlenbeck process 

dy = -ay(t) dt + a dw, 

with a and a positive constants, it is easily verified that v(x, y) = x2ey/a is a 
Lyapunov function if y:;; -(2a + o-2 /2a 2). For other examples (including cases 
in which y(t) is not a diffusion) we refer to Kushner [14] and its references. 
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We can also try to construct a function v(x, y) satisfying condition A. To be 
specific, let us assume that y(t) is 1-dimensional, so that 

Lv(x, y) = F(x, y)*v,. + b(y)vy + ½a(y)vm 

where a(y) = <l(y); see (1.6b). The simplest case we can think of is when (1.1) 
is linear and y(t) is the standard Wiener process; in such a case (x(t), y(t)) 
satisfies (6.7) with 

F(x, y) = A(y)x, b(y) = 0, u(y) = 1, 

for some matrix A(y). If v(x, y) = log(I x IIY I), Ix II y I> 0, 
then 

and the function 

A>0, 

satisfies 

LV(x,y) = A(lxllYlf'(lxr 2x*A(y)*x - ½Y-2 + ½Ay-2) 

= A V(x, y)(Lv(x, y) + ½Ay-2). 

Let us assume that Lv(x, y) s -1. (Clearly, a sufficient condition for Lv s -1 
is that A(y) is negative-definite and y2 s ½, y 'F 0.) Then 

LV(x, y) s A V(x, y)(-1 + ½Ay-2) 

and the right side is negative if y 2 > ')../2. Therefore, V(x, y) is a Lyapunov 
function satisfying (3.2a) (and the system :i = A(y)x is asymptotically stable) 
if Vis defined for all x and y in a neighborhood of the origin and y 2 > ')../2, A 
>0. 

Remark. If v(x, y), Ix I < h, y E S, is a positive-definite function in the 
domain of L, then a sufficient condition for Lv(x, y) to be negative-definite is 
that 

(6.8) Lv(x, y) = -°)\v(x, y) (or Lv s -°)\v, Lv(0, y) = 0) 

for some A > 0. Thus, the existence of Lyapunov functions for the system (1.1) 
is in some way related to the existence of positive-definite solutions of equation 
(6.8). Unfortunately, however, to solve this equation does not appear to be an 
easy matter, not even in the simple case in which the system (1.1) is linear. For 
a certain class of diffusion Markov processes, the existence of positive solutions 
of (6.8) is equivalent to the finiteness of the expected value Ex,y(e"~), where -r 
is the exit time of x(t) from an open ball Bh = {Ix I < h}; see Khasminskii [10] 

Part II. Weak stochastic stability 

A stochastic process x(t), t ~ 0, in Rn is said to be weakly stochastically 
stable if it admits an invariant probability distribution. This means that there 
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is a (not necessarily unique) probability distribution P such that if P is the 
distribution of x(0), then Pis also the distribution of x(t) for all t > 0; that is, 

P(x(t) E A) = P(x(0) EA) 

for any t > 0 and any Borel set A in Rn. 
In this part we give Lyapunov-like criteria for weak stochastic stability of n­

dimensional processes x(t) defined by equations of the form (1.1). 
As mentioned in the Introduction, the concept of weak stochastic stability 

was introduced by Wonham [21]. He used Lyapunov techniques to study that 
form of stability for stochastic differential equations of Ito type; see also 
Kushner [15, 16] and Zakai [23]. 

7. Preliminaries 

We consider again the n-dimensional process x(t) defined by (1.1). The 
process y(t) and the function F(x, y) are required to satisfy assumptions (1.2). 

In addition, we shall now require that the state space S of y(t) is a-compact, 
and also: 

(7.1) If y = y(0) = (y1, • • •, Ym)* is the initial state, then as t L 0, 

Ey(y;(t) - y;) = b;(y)t + o(t) 

Ey[(y;(t) - y;)(y1(t) - Y1)] = a;1(y)t + o(t), 

where b;(y) and a;1(Y), (i, j = l, • • •, m) are C1 functions, with bounded 
derivatives, and such that 

I b;(y) I !5 C(l + IYI> 

I a;1(Y) I !5 C(l + IY 12), 

for ally E S; i, j = l, • • •, m, and some constant c > 0. 

Condition (7.1) holds for all the "usual" jump or diffusion processes y(t); see 
Dynkin [5]. Furthermore, if condition (7.1) holds, it can be shown (with the 
same proof as in Zakai [23, §2]) that: 

(7.2) For any compact set KC Rn XS, and t > 0, 

P(t, x, y, K) = Px,y((x(t), y(t)) EK) -+ 0 as IX I + I y I-+ oo. 

Following Benes' terminology [1 ], we define a moment as a Borel measurable 
function v(x, y) on Rn X S such that v is nonnegative and v(x, y) -+ oo as Ix I 
+ I y I -+ oo. Ifµ is the probability distribution of (x(0), y(0) ), let us denote by 
Utµ the distribution of (x(t), y(t)); that is, for any Borel subset K of Rn XS, 

U1µ(K) = P((x(t), y(t)) E K) 

= { µ(dx, dy)P(t, x, y, K). 
JR•xs 

With this terminology, µ is invariant iff U1µ = µ for all t ~ 0. 
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Benes [1] shows that for a Feller process (x(t), y(t)) (see (1.2c)) which 
satisfies (7.2) the following statements are equivalent: 

(7.3) (a) (x(t), y(t)) has a nontrivial invariant probability distribution. 

(b) There exists a Borel probability measure µ and a moment v such that 

supe0 J v(x, y) U,µ(dx, dy) < 00. 

R•xs 

(c) There exists a Borel probability measureµ and a compact set Kin Rn X 

S such that 

I it lim sup, .... "" - U.µ(K) ds > 0. 
t 0 

Let us introduce the following: 
(7.4) Definition. If v(x, y), x E Rn, y E S, is a Lyapunov function which 
satisfies conditions (3.2a)-(3.2b), we then say that v satisfies condition C. 

8. Lyapunov theorems 

Comparison of the definition of moment with definitions (5.4) and (7.4) 
suggests the following result: 

THEOREM 8.1. Suppose that there exists a function v(x, y) such that v(x, y) 
- 00 as Ix I + I y I - 00, and such that either 

(a) v satisfies condition B, or 
(b) v satisfies condition C. 

Then the process (x(t), y(t)) has an invariant probability distribution, µ(dx, 
dy) say, and the corresponding marginal distribution 

(8.2) 

is an invariant probability distribution for x(t), that is, x(t) is weakly sto­
chastically stable. 

Proof. Let v(x, y) be a function such that v(x, y) - 00 as Ix I + I y I - 00. If, 
in addition, v satisfies (a) or (b), then it is a moment. 

Now, let v(x, y) be a function satisfying the hypotheses of the theorem, and 
let µ(dx, dy) be any Borel probability measure on Rn X S such thatµ has 
compact support (that is, for some compact K, µ(K) = µ(Rn X S) = 1) and v(x, 
y) is integrable with respect toµ. Let us assume also thatµ is the distribution 
of the initial state (x(0), y(0)). Next, since Lv !5 0, we have from (1.7) that 

Ez,uv(x(t), y(t)) !5 v(z, u) 

and therefore, 

supt;se0 f v(x, y) U,µ(dx, dy) = SUPt>O f Ez,uv(x(t), y(t))µ(dz, du) 
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(*) 
::5 f v(z, u)µ(dz, du) = L v(z, u)µ(dz, du) < oo. 

Here, the integrals J are taken over all Rn X S. Therefore, by Benes' Theorem 
(7.3), (x(t), y(t)) has an invariant probability distribution. If we denote such 
distribution again by µ, we see that the measure P in (8.2) is an invariant 
probability distribution for x(t), since 

.?(x(t) EA) = µ(x(t) EA, y(t) E S) 

= U1µ(A x S) 

= µ(A X S) = µ(x(O) EA, y(O) E S) 

= P(x(O) EA) 

for any t 2: 0. This completes the proof of the theorem. 

Remark. To obtain the first equality in(*) we used the fact that U1µ is the 
"adjoint" of the operators Trv defined in Remark (1.3); that is, for any bounded 
measurable function v, f vd(U1µ) = f T 1v dµ, 

where Trv(x, y) = Ex,yv(x(t), y(t)); see Dynkin [5]. To prove that the relation 
holds for a function v(x, y) as in Theorem (8.1), apply monotone convergence 
to a sequence of bounded measurable functions Un j v. 

In both parts (a) and (b) of Theorem (8.1) it is required that v(x, y) - oo as 
I (x, y) I - oo. In the next theorem, which is modelled after one by Zakai [23] for 
Ito differential equations, that condition is dropped. 

THEOREM 8.3. The same conclusion of Theorem (8.1) holds if there exists a 
nonnegative function v(x, y), x E Rn, y ES, such that 

(a) v is in the domain of L, 

(b) there exists m > 0 and a compact set KC Rn XS such that 

L V(x, y) :s - m for (x, y) $ K. 

Proof. Let M > 0 be an upper bound of Lv(x, y) on K. Then 

Ex.yLv(x(s), y(s)) ::5 MP((x(s), y(s)) EK) - mP((x(s), y(s)) $ K) 

= -m + (m + M)P((x(s), y(s)) EK), 

where P = Px,y• Then from Dynkin's formula (1.7), 

Ex,yv(x(t), y(t)) = v(x, y) + Ex,y L Lv(x(s), y(s)) ds 

::5 v(x, y) - mt+ (m + M) f P((x(s), y(s)) EK) ds 
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and therefore, since Ex,yV 2: 0, 

(*) 
1 ft I 

(m + M) - P(x(s), y(s)) EK) ds 2: m - - v(x, y), 
t O t 

where P = Px,y• Now let µ,(dx, dy) be a probability measure as in the proof of 
Theorem (8.1); in particular, recall thatµ, is the distribution of the initial state 
(x(0), y(0)) = (x, y), has compact support, and vis integrable with respect to 
µ,. Then taking expectations with respect toµ, (denoted simply by E) in(*), we 
obtain 

1 ft 1 
(m + M) - Usµ,(K) ds 2: m - - Ev(x, y). 

t (I t 

Letting t - oo, we have 
1 ft lim sup,_,"° - Usµ,(K) ds > 0. 
t 0 

Consequently, from (7.3c) the process (x(t), y(t)) has an invariant probability 
distribution. 

Remarks. (a) In Theorems (8.1) and (8.3) we make no statement about the 
uniqueness of the invariant probability measure. For a class of diffusion 
processes described by Ito stochastic differential equations, Wonham [21] (see 
also Khasminskii [11]) has given sufficient conditions for (existence and) 
uniqueness of invariant distributions. In particular, one of the requirements in 
Wonham's paper is that the diffusion matrix, a(y) say, of the process satisfies 
that 

y*a(y)y 2: c y*y for all y, (c > 0), 

so that the generator Q of y(t) is strictly elliptic. In our case, however, if x(t) 
satisfies (1.1), where y(t) obeys the Ito equation 

dy = b(y(t)) dt + u(y(t)) dw 

the joint process (x(t), y(t)), which satisfies the Ito equation 

dx = F(x(t), y(t)) dt 

dy = b(y(t)) dt + u(y(t)) dw, 

has a diffusion matrix which is only nonnegative definite. Using a "controlla­
bility" assumption, Kushner [15, 16] gives sufficient conditions for the existence 
of a unique invariant distribution for a special class of Ito processes without 
the strict ellipticity condition and allowing certain types of discontinuities in 
the coeffficients. 

(b) Let P(t, x, y; dz, du) denote the transition probability measure of the 
process (x(t), y(t)), and let us assume that p has a density p(t, x, y; z, u), that 
IS 

P(t, x, y; A, J) = Px,y((x(t), y(t)) EA X J) = f zp(t, x, y; z, u) du dz, 
AxJ 
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where A and J are Borel subsets of Rn and S, respectively. Then p = p(t, x, y; 
z, u) satisfies (at least formally) the forward equation 

(8.4) Pt= - L7=1 ~ (pF;(z, u)) + Q*p, 
iJz; 

where Q* is the formal adjoint of the generator Q of y(t) (see Gikhman and 
Skorokhod [7], or Dynkin [5]). For instance, if y(t) is a Markov chain with a 
finite state space S = {l, • • •, N} and infinitestimal matrix Q = (qiJ), equation 
(8.4) becomes 

Pt= - L7=1 ~ (pF;(z, u)) + Li=l p(t, x, y; x,j)QJu, 
iJz; 

u= 1, ··•,N, 

where p = p(t, x, y; z, u). Similarly, if y(t) is an m-dimensional diffusion process 
with drift vector b(y) = (b1(y), • • •, bm(y))* and diffusion matrix a(y) = (a;1(y)), 
the corresponding forward equation is (8.4), where 

Q*p = - LJ!.1 _aa [pb1(u)] + ½ L7.'1=1 a aa2 
[pa;1(u)]. 

~ U;~ 

If (x(t), y(t)) has an invariant probability distribution P with density p = p(z, 
u), then p satisfies the "stationary" forward equation 

i) 
0 = - L7=1 - (p(z, u)F;(z, u)) + Q*p(z, u). 

OZ; 
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