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THE ORDER OF APPROXIMATION IN THE RANDOM CEN-
TRAL LIMIT THEOREM FOR MAXIMUM SUMS IN NON-
IDENTICAL CASE

By A. K. Basu

1. Introduction

Let {X,} be a sequence of independent but not necessarily identically
distributed random variables such that EX, = u,, Var X, = 0% and 82" =
E| X, — pr|**® < o for some 0 < § < 1. Let us put

Sn = 22=1 Xk, SnZ = Ez=1 Ukzy An = 22=1 Mk, an-HS = Z;:=1 6k2+5-

Let {N,} be a sequence of positive integer-valued random variables not
necessarily independent of the X,,’s such that N,/n converges in probability
to a positive random variables N as n — . Throughout this paper we shall
assume that N is independent of the X’s and d,% < ¢,% < d5? for all k = K,.

Define
SNn = leevé‘l Xy, L, = ng;’ﬁ M.
Let

) (1.1)

A, = sup, P[SL‘:A < x] — ®(x)

where ® denotes the distribution function of the standard normal variate. Let

S, = max;<x<.S; and set
P[gn s_ An =< x] - &(x)

n

A, = sup,

if up > 0 for at leastone k. =1,2, --- n, and

P[sE < x] - G(x)
s

n

Zn = sup,

ifu,=0forallk=1,2, ..., where ‘
) = {2¢(x) -1, x20

0, x < 0.
Define
Ay, = sup, P[—SN"——L'3 < x] — &d(x)
SinN)
(1.2)
Ay, = sup, P[&V"—_-—Ii'1 < x:I — ®(x)
SNn

29
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A;, = sup, P[M < x] — &(x)
SinN}
> (1.3)
Aon = sup, | P[(Sn, — L,)/sn, < x] — ®(x)
A1, = SUp; P[gN" < x] - G(x)
SinN] L
_ (1.4)
Az, = sup,| P[Sn,/sn, < x] — G(x) | )

Let {¢,} be a sequence of real numbers such that ¢, — 0 as n — o and for

all n, n™' < ¢, < 1. The following conditions will be used in the sequel, for
some C;>0and C;,>0,and0<d <1,
(i)
C. 5/2
PN < — | = 0(,*?) (1.5)
Nen
(a)
P[| N./(nN) — 1] > Ciex| = O(e,”?) (1.6)
(b) Plisn2/smn® — 1] > Cien] = O(e,”?) 1.7
Gi) Yo enl“‘/zP[N < f—z] < o (1.8)
€n
(a) Ty &,1%2P N _ 1|>Cie| < (1.9)
n= n (nN) n
(b) w1 & 2P| «S'an/S[n]\J]2 — 1] > Cie,] < o0, (1.10)
The following condition will be assumed whenever needed:
B, =n ¥ 0<6<1 (1.11)

Note that (1.11) implies the Lindeberg condition.

The purpose of this investigation is to show that given appropriate rates on
A, or A, we. obtain, under conditions (i) or (ii) above, analogous exact rates

for A;, and A,,, i = 1, 2. The method used in this paper was first introduced
by Landers and Rogge (1976, 1977) and later exploited by Ahmad and Basu
(1979), and Rychlik (1978). This paper can be regarded as a generalization of
Ahmad and Basu (1979) and is an extension of the work by Rychlik (1978) to
maximum sums,

2. Lemmas and theorems

" The proof of lemma 7 of Landers and Rogge (1976) uses heavily stationarity
and this fact has not been noticed by Rychlik (1978), and so his proof of
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lemma 1 is false. This lemma can be avoided by retaining the maximum and
using some martingale inequality for maximum sums.

LEMMA 1. Let 1 < p < o, If {X,, ., n = 1} is a martingale difference
sequence, then

E max o<, | 2ihi Xi|? < C(p) E| 38 X2 |2
In particular for p = 2,
E maxi=n| 221 Xi|? = C Y1 E X2

Proof. See Heyde and Hall (1980).
Let px = [x(l - len)]i Q2 = [x(l + len)L x> 0

LEMMA 2. Let {X,} be independent random variables with EX, = 0, Var
Yr1 Xi =s,2 < for n = 1 and assume conditions (1.5) and (1.11) are satisfied.
Then there exists a constant D such that

Plming <j<qy S < Spuvix] — Plmax, y<jxq, S < Spvix] < De,”?
foro<s<1.

Proof. The difference is bounded above by

P[nN < [Cy/enl]
+ Lﬂ/ | {P[minpxsjsq,Sj < S[x]t] - P[maxpxsjsqx S_,' < S[x]t]} dP[nN = x]

For p < g we have
P[minpsjsqu < r] - P[maxpsjsqu < T‘]
= P[Sp <r=< maxpsjsqu] + P[minps,-squ <r=s Sp]

Since we can replace X; by —X;, it suffices to show for x = [Cs/e,], p = p., ¢ =
g, that

P[S, =r =max,-j<Sj] <= P[r—H=< S, <]
where H = maXx,«j<,(S; — S,).
Plr—H=<S,=<r]

=fP[r—hSSpSr]dP[H5"]

< C B,2*/s2" + f | (r/s,) — ®((r — h))/s,) | dP[H < r]

< Cp™? + EH/s, (by condition 1.11)
< (D/e,) ™2 + (EH?'?/s, (since p = D[C2/ex] = D3/en)
< Di&.”* + (L, 0/3% aD)V? (from lemma 1)

< D,e,*? + Dye,? < De,*>.



32 A. K. BASU

THEOREM 2.1.

(a) If condition (ia) is satisfied and if A, = O(n™"?), then Ay, = O(e,”?) for
0<s=1. _ _

(b) If condition (ia) is satisfied and if A, = O(n™"?), then Ay, = O(e,'?), for
0<é=1.

THEOREM 2.2

(a) If condition (iia) is satisfied, if e, = O(n™") and if 3 .- n1T2A, < o,
then Yo_i €,) %A, <, for 0 <4 < 1. _

(b) If condition (iia) is satisfied, if €, = O(n™) and if X5y n71H2A, < oo,
then Yo_1 e, "? A, < o, for 0 <6 < 1.

Remark. Theorem 2.1 is true for A, and KQ,, provided (ib) also holds.

Similarly, Theorem 2.2 is valid for A, and A,, provided (iib) also holds. This
follows from the fact that [| sy, /sy — 1] > (Cie,) Y] € [|sn,%/spant® — 1] 2
Cie,] and P[| sy /sini® — 1| > Cren] = O(e,”%), and lemma 1 of Michel and
Pfanzagl (1971).

Proof of Theorem 2.1. Define I, = {k:[nN](1 — Ci¢,) = k = [nN](1 + Ci¢,)}.
Then, A, < sup,| P[(Sy, — L.)/spm1 < %, N, € I,] — ®(x) | + P[N, € I,] <
supxl P[(SN,, - Ln)/S[nN] =X, Nn (S In] - ‘1>(x) I + O(Enaﬂ).

Following Landers and Rogge (1977) and Theorem 3 of Ahmad and Basu
(1979), we need to show that | J(x) | = O(e,”’?) where

— [nN]
J(x) = P[(Sxn, — Ln)/spw) < %] — P[M < x]

SinN)
Let bn (x) = Ln + x S[nNY- Then
J(x) = P[(Sn, — L,)/stnm < x, N, € I,] + P[N, & 1]
- P[(S_'[nN] - 3 #r)/Sinny < %]
= O(ené/z) + P[‘gN,l = bn(x), Nn € In] - P[g[nN] = Z[lnN] MHE + xs[nN]]
= 0(&"®) + PISinvya—cie < ba(2)] = P[Spm < T wy + x spum]
Since N is independent of the X;’s, we have
J(x) = O(e,”?) + X% P[[nN] = k] + $i-ic,e 41 PllnN] = k]
- {P[Sira-c,en < Ar(1 + Cie,) + xs:] — P[S, < Ax + xsi]}

C C
= O(ené/z) + P[N < "__L:Z-:l + 2;;[02/(”]*-1 P[[nN] = k] W = O(Gna/z)’

where C is a constant independent of k.
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In a similar fashion we can also show that —J(x) = O(e,"?).
I = sup,| P[(Spwy = 2™ i) /5w < x] — (x) |
< SiZ“ P[[nN] = k] + ¢y, Pl[nN] = k] &,

C
= P[N < Ca/nen] + Zi-icyen PlinN] = K] 77 = O(en)

for some constant C.

The proof that Y%, €,"%% A, < « follows the same way as before and as
Ahmad and Basu (1979). The proof that Y., €, "%2A,, < « follows from the
next well known lemma.

LEMMA A. Let {X,} and {Y,} be two sequences of random variables and let
{a.} be a sequence of nonnegative real numbers such that a, = O(n™"). Assume
that for some a > 0,

2n-1 6" | P[Xn = a] — ®(x)| < and Xi-; a."P[| Ys — 1| = aa] < o,
then
21 4, | P[X, < 2Y,] — ®(x) | < o
(this follows from lemma 1 of Michel and Pfanzagl (1971)).
First we show that ¥ _; €,' 2A,x < 0, but we can easily see that
Apnn < P[N < Cone) + Yiicye+1 AeP[[nN] = E].
Hence '

St & A

C
<Y enl_‘WP[N < ;l] + Yne1 &% Tioicye+1 P((NN] = k),

€n
where first term is finite by condition (1.8) and the rest follows as in the
previous case.

3. Rates of convergence for partial sums
In this section we exploit the methods of Landers and Rogge (1977), and
their extensions by Rychlik (1978) and obtain various generalizations of their
results. ,

THEOREM 3.1. (a) If conditions (1.5), (1.6) and (1.11) are satisfied then A,
= 0(&,*?). If (1.7) is also satisfied, then Ay, = O(e,*?).
(b) If conditions (1.8) and (1.9) are satisfied and if Y -1 n ' **?A, < 00, 0 <
6 <1, then
S e PA<,i=1,20<6<1.
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Remark: (1) As we shall see in the proof of Theorem 3.1 (a), it suffices to
assume that e, = n™! for all = 1. The condition ¢, = O(n™") is necessary,
however, to obtain the second part of the theorem. (2) A, = O(n~%?) holds by
Berry-Esseen theorem under the condition (1.11).

Proof. Without loss of generality we may assume that u, = 0 for k= 1. Let
bn(x) = JCS[,,N].

Following the arguments of Landers and Rogge (1977) first we show that
ANy = SUPP[Spwy < bn(x)] — ®(x) | = O(e,”?).
Since N is independent of the X/’s and since A, = O(n™%/?),
Ay = sup; | i1 P[Sk < xs.]P[nN = k] — &(x) |
< Y%l P[nN = k] + Tic,. OP[nN = k]
= P[N < Cy/ne,] + ¥i-icy.) P[nN = k]C/k¥?
= 0(e™) + 0(e”),

where C is an absolute constant independent of n, and since ¢, = 1/n.
Now combining with lemma 2 and the arguments of Landers and Rogge
(1977) A1, = O(&:"?).

To prove Ay, = O(e,*?) it suffices to observe that
[ sn,/spmm = 112 %] C [Isn,/spni® — 112 €],

condition (1.6) and lemma of Michel and Pfanzagl (1971). The rest of the
proof follows same as Landers and Rogge (1977).

.
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