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ON NORMAL DILATION AND SPECTRUM OF SOME 
CLASSES OF SECOND ORDER PROCESSES* 

BY H. SALEHI AND M. SLOCINSKI 

Introduction 

In recent years there has been a great interest in the study of stationary 
dilation as well as the spectrum of some classes of nonstationary processes 
including harmonizable and in particular square summable sequences. Sta­
tionary dilation of harmonizable processes are studied by J. L. Abreu [2], H. 
Niemi [17], A. G. Miamme and H. Salehi [14], S. G. Chatterji [5]. The 
spectrum of a second order process was introduced and developed by Yu. A. 
Rozanov in [20]. With some modification of the notion of the spectrum J. L. 
Abreu [3] recently obtained valuable results on stationary approximation of 
nonstationary processes. The main purpose of this paper is to extend the 
notion of stationary dilation and stationary approximation to that of subnor­
mal (normal) dilation and subnormal (normal) approximation of a wider class 
of nonstationary processes. Results on dilation are in Sections 1 and 3; and 
the work on spectrum and approximation are in Sections 2 and 3. In Section 
1 the concept of a generalized harmonizable process is introduced and spectral 
characterization for such a process is obtained, c.f. Theorems 1.12 and 1.13. 
This section also include a subnormal (normal) dilation results, c.f. Theorem 
1.22 for generalized harmonizable sequences. The idea of subnormal processes 
occurs in the work of R. K. Getoor [10] where he gives a spectral characteri­
zation of such processes. More constructive dilation results extending Niemi's 
work on dilation of square summable sequences are given in Section 3, c.f. 
Theorems 3.1 and 3.2. In Theorem 3.1 the norm of Xn need not converge to 
zero, indeed the norm of Xn may tend to oo. In Theorem 3.2 the square 
summability with respect to Lebesgue measure occuring in Niemi's work is 
replaced by square summability with respect to an arbitrary nonnegative u­
finite measure. Section 2 is about the Rozanov type spectrum of generalized 
harmonizable processes with spectral measure of bounded variation. The result 
is stated in Theorem 2.2. Theorem 2.3 deals with subnormal (normal) approx­
imation of generalized harmonizable sequences, and is based on the existence 
of the type of spectrum established in Theorem 2.2. This includes the gener­
alized harmonizable case where the spectral measure is concentrated on a 
countable number of concentric circles centered at the origin. Using Abreu's 
version of p-spectrum with p = 1 we give a proof of a subnormal approximation 
of weighted square summable sequences. 

* Presented at the "Workshop on the prediction theory of non-stationary processes and related 
topics", held at the Centro de Investigaci6n en Matemticas (CIMAT), Guanajuato, Mexico, June 
20-26, 1982. 
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In general dilation theorems provide an upper bound for the extrapolation 
error, c.f. Remark 1.27. But when a process has an spectrum a least upper 
bound can be obtained for a mean-type extrapolation error which leads to a 
mean-type subnormal approximation, c.f. Theorem 2.2 and 2.3. For the special 
case of weighted square summable sequences the dilating subnormal process 
can be chosen so that its spectral distribution is exactly the same as the 
spectrum of the original sequence. This enables us to obtain a stronger type 
subnormal approximation in this case, c.f. Theorem 3.4. 

§ 1. Generalized harmonizable processes 

In this section generalized harmonizable processes are introduced and a 
spectral characterization for such processes is given. Also subnormal (normal) 
dilation for generalized harmonizable processes is obtained. We are given a 
separable complex Hilbert space H, with the usual notation (•, •) and II• II, for 
the inner product and the norm. L(H) will denote the class of bounded linear 
operators on H into H. S is an abelian semigroup with O as its neutral element 
and + as its operation. X is a function on S into H. We first recall some 
definitions. 

Definition (1.1). A function X: S -+His said to be a subnormal process 
(briefly subnormal) if there exists a subnormal semigroup of operators N ( t), t 
ES, on H (We will write this by N: S-+ L(H)) such that X(t) = N(t)X(O), t 
ES. 

We mention that a semigroup N(t), t E S, on H said to be subnormal if 
there exists a space fl ::) H and a semigroup of normal operators N ( t) on fl, t 
ES, such that N(t)H !;;;; H, t ES and N(t)x = N(t)x, x EH, t ES. This differs 
from the concept of a semigroup of subnormal operators, in a sense that each 
subnormal semigroup of operators is a semigroup of subnormal operators, but 
the converse is not true in general. For more information on related topics see 
[l], [12], [21]. 

Definition (1.2). Xis said to be minimal if and only if (iff) H = VtesX(t), V 
means "the subspace spanned by". 

Definition (1.3). Xis normal iff Sis a group, N is a group of normal operators 
on Hand X(t) = N(t)X(O). 

Remark (1.4). Let Xt = N(t)X 0 , t ES. Then Xis minimal iff X0 is a cyclic 
vector for N meaning VtesN(t)X 0 = H. 

Remark (1.5). The above definition of subnormal processes is in some sense 
a modification of Getoor's definition [10], S is any abelian semigroup, no 
topological assumption is made, but we assume that the operators are bounded. 
The special cases of interest to us are S = Z = the group of integers and S = 
z+ = the semigroup of nonnegative integers. 

Remark (1.6). For the case S = Z or z+, Xis subnormal~ X(n) = rnx0 

with T being subnormal. 
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The following theorem provides a spectral characterization for subnor:µial 
processes. (For the case S = Z or z+) we may writeXn in place of X or X(n)). 

THEOREM (1.7). Let S = Z or z+. Xn is subnormal~ there exists a compact 
set K ~ C = complex numbers and there exists a finite measure µ on K such 
that 

(Xn, Xm) = JK znzmdµ(z). 

Proof. (~) Xn = rnxo, Let N be a normal extension of T and K = a(N) = 
spectrum of N which is compact. N normal~ Nn = fk zndE(z), E being the 
spectral measure of N. 
Let µ(Li)= (E(.::i)Xo, Xo), IIµ II ~ II Xoll2. Now 

(Xn, Xm) = (TnXo, TmXo) = (NnXo, NmXo) = (N*mNnXo, Xo) 

= JK zmznd(EXo, Xo) = I K znzmdµ(z). 

(~) Let fl= L 2(µ). Define Non Hby 

(Nf)(z) = zf(z), f E L2(µ). 

Clearly the operator N is normal on L2(µ). Let H 1 = VnesXn and define 

<P: L anXn - L Cl'.nZn, finite sums. 

We note that 

(Ln anXn, Lk f3kXk) = Ln,k an"ffk(Xn, Xk) = Ln,k an"ffk JK znzmdµ(z) 

= (Ln Cl'.nZm, Lk f3kzk)L2(µ.)• 

Therefore, the map cf? can be extended uniquely to a unitary map if, of H 1 onto 
H1 = the closed span (in L2(µ)) of the set {zn, n ES}. H1 is invariant under 
N, and T = N 1 .ii1 = restriction of N to fl 1 , is subnormal. Let T = 
if,- 1t if,, Then Tis subnormal and 

Xn = if,-lzn = cp-l(zn • l) = cp-l(zn. 'PXo) = cp-lfn'PXo = rn Xo, 

This finishes the proof for the case when Xn is minimal. If Xn is not minimal 
define T on H -e H1 as a unitary operator. 

COROLLARY (1.8) If S = Z then O Ef: K. 

THEOREM (1.9). Let S = Z. Then Xn is normal and minimal~ there exists 
a compact set K ~ C, 0 Ef: K and there exists a finite measure µ on K such that 
(i) (Xn, Xm) = f k znzmdµ(z), 

(ii) The set {zn, n E Z} is linearly dense in L2(µ). 

Proof. (~) Xn = NnX 0 • Put K1 = a(N), N- 1 E L(H) ~ 0 Ef: K1 . Part (i) is a 
consequence of Theorem 1.7, consequently it suffices to show (ii). Let H1 = 
Vnezzn in £2(µ), µ is concentrated on K1 . Let if, be the unitary map on H onto 
fl1 as in Theorem 1.7. Let N = if,Nif>- 1. Then N is multiplication by z on fl 1 
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k L 2(µ), because <I>N<I>-1(Lk akzk) = <I>N Lk akXk = <I> Lk akXk+1 = Lk akzk+l = 
z Lk akzk. N and N are unitarily equivalent, hence N is also normal on ii 1 . 

The space H1 is invariant for Mz = multiplication operator by z in L 2(µ) and 
N = Restriction of Mz to H1 . Moreover Mz is normal on L2(µ). Consequently 
H1 reduces Mz, This last statement follows from IIPH1M/XII = IIN*XII = 
11 NX II = II MzX 11 = II Mz *XII for all XE H1 . Consequently there exists a K k 
K1 such that H1 = XK1L 2 (µ). But µ(Ki) = f K 1 dµ = II Xo 112 = II <I>Xo II 2 = f K lµd 
= µ(K). This implies µ(K 1\K) = 0 or µ(K) = µ(K 1 ). Consequently µ(.K) = 
µ(Ki), R = closure of K. Therefore ii 1 = L 2(µ) which finishes the proof of(~) 

(<==) 0 ¢ K ~ the multiplication by zn, n E Z, in L2(µ) is welldefined. 
Following the proof of Theorem 1. 7 the operator 'I' defined there is defined on 
all of L2(µ) by assumption (ii). Consequently T, given there, is a normal 
operator in H. Xn = TnX 0 , n E Z, completing the proof. 

The following definition is a generalization of the usual notion of harmoniz­
ability, c.f. [20]. 

Definition (1.10). Let S = Z or z+. X: S ---+ H is said to be a generalized 
harmonizable process ~ there exists a compact set K k C and there exists an 
H-valued measure 71 such that Xn = f K znd71(z). (For integration with respect 
to H-valued measure see [8] pp. 318-329). 

Remark (1.11). Let S = Z, then the usual definition of harmonizability for 
Xis Xn = f rznd71(z), where r = 11 z I = 1} k C, c.f. Rozanov [20]. So it is clear 
that Xn is harmonizable ~ Xn is generalized harmonizable and the support of 
71 k r. 

THEOREM (1.12). Let Xn be generalized harmonizable, i.e. Xn = f K znd71(z). 
Then (Xn, Xm) = ffKxKZ1nZ2m dF(z1, Z2), where F(il1 X '12) = (71('11), 71('12)) 
for '11, 112 Borel sets, and F( •) satisfies the following conditions: 

(a) Fis finitely additive on the algebra generated by the rectangles 111 X '12 
with 111 , '12 Borel subsets of K, 

(b) F is positive definite in the sense that for any set of complex numbers a1, 
a2, • • • , an, L7.j=l aiajF(il; X ilj) 2:: 0, 

(c) Fis continuous from above, i.e. for any monotonic decreasing sequences 
of sets iln, iln d iln+l, n;:'=1iln = 0; iln', iln' d iln+i', n;:'=1iln' = 0 we 
have F(iln, ilm')---+ 0 as n, m---+ oo. 

(d) Fis of bounded semi-variation, i.e., 

sup I L~=1 Li=l aK~F(ilk X ili') I < oo, 

when the sup is taken over all finite families of disjoint measurable sets '11, 
• • •, iln, ilk k Kand 111', • • •, iln', fl/ k K, and complex numbers ai, • • •, an, 
I akl :S 1 and /31, • .. , f3n, I /3jl :S 1. 

Proof. The proof of assertions (a)-(c) can be carried out in a similar fashion 
to the proof given in [20]. (Condition (d) is not included in Theorem 1.2 [20]). 
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(d) follows because 77( •) is countably additive and hence 77 is of bounded semi­
variation (c.f. [8] p. 320). Therefore 

sup;,j I a;/11F(A; X A/) I = sup;JE (L; a;77(A;), 

Lj /1j77(A/)) I ~ sup; I 

L a;77(A;)supj I L /jjr,(A/) I ~ I semi-variation of 1112 < oo. 

Actually when K = r, (a), (b), (c) ~ (d). This for instance follows from the 
discussion above and Theorem 1.1 [20] or from Theorem 2.10 [13]. 

THEOREM (1.13). Let S = Z or z+ and X: S - H. Assume (Xn, Xm) = 
ff KxK ztz 2m dF(zi, z2), where F satisfies the conditions (a) - (c) listed in 
Theorem 1.12. then there exists an H-valued measure 11 on K such that Xn = 
f K zn dr, (z ), that is Xn is generalized harmonizable. 

Proof. As mentioned earlier (c.f. [20] Theorem 1.1, [13] Theorem 2.10) the 
conditions (a) - (c) guarantee the existence of a separable Hilbert space Hi 
and an Hi-valued measure ij such that F(A1 X A2) = (ij(A1), ij(A2)). We may 
assume additionally that H1 = Vij(u), <r ranges over measurable subsets of K. 
Let Xn = fk Zn dij(z) and let Ho= VnesXn. It is easy to see that (Xn, Xm) = 
f JKxKztz 2m dF(z 1, z2) = (Xn, Xm).-Consequently there exists a unitary map 
U of Ho onto VnesXn ~ H such that UXn = Xn. Clearly Ho ~ Hi. Let P be the 
orthogonal projection of Hi onto H 0 • Evidently PXn = Xn. Thus Xn = UXn = 
UPXn = fK Zn d(UPij(z)) = fK Zn dr,(z), with 77(A) = UPij(A). This finishes 
the proof. 

Remark (1.14). Condition (c) may be replaced by the weaker condition (c'): 
F( •, •) is separately continuous in each of its arguments, that is for each fixed 
A and each fixed B the complex-valued measures F(A, . ) and F(., B) are 
countably additive. This fact was brought to our attention recently by H. 
Niemi, c.f. [18] p. 241. (In this regard useful information can be gained from 
[7] p. 7 and p. 28). 

Remark (1.15). (a) For a given F satisfying (a) - (b) one can find a process 
Xn such that (Xn, Xm) = ff KxK Z1nZ2m dF(z1, Z2) using reproducing kernel 
Hilbert space method, c.f. [13]. If additionally F has property (c) then the 
process Xn is generalized harmonizable. 

(b) We observe that generally (ij(A1), ij(A2))H1 = F(Ai x A2), but 11 need 
not have this property, because 

(77(A1), r,(A2)) = (Pij(Ai),. (Pij(A2))-= (Pij(Ai), ij(A2)). 

(c) Using Theorem.1.13 we can define F'(A1XA2) = (77(Ai), 77(A2)) which 
has the property (Xn, Xm) = f fKxK Z1nZ2m dF(zi, Z2) = f fKxK Z1nZ2m 
dF(z1, zJ, but generally F need not be equal to F. 

COROLLARY (1.16). If Ho = H1 (P = I), then 11 has the property 
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(17(Ai), 17(A2)) = F(A 1 X A2) and F is uniquely determined (17 is uniquely 
determined up to unitary equivalence). 

In the following lemma we provide conditions under which Ho= H1 . 

LEMMA (1.17). If S =Zand lzn, n E Z} is linearly dense in C(K) = space of 
continuous functions on Kor if S = Z or z+, and P(K) = uniform closure of 
polynomials in C(K) = C(K), then Ho= H1. 

Proof. Under these conditions the characteristic functions of measurable 
sets can be approximated by finite sums Ln anzn, and consequently the values 
of ij can be approximated by sums Ln anXn which finishes the proof. 

COROLLARY (1.18). If lzn, n E Z} is linearly dense in C(K) or if S = Z or z+ 
and P(K) = C(K) then 11 has the property (17(A1), 17(A2)) = F(A1 x A2) and F 
is uniquely determined. 

LEMMA (1.19). If K = r, = the circle of radius r with center at 0, then lzn, 
n E Z} is linearly dense in C(K). 

1 
Proof. We note that zn = r2n -n. Use the fact that {zn, n E Z} U lzn, n E Z} 

z 
is linearly dense in C(r,). 

Remark (1.20). In Rozanov's work [20], K = r 1 which we denote by r = unit 
circle and {zn, n E Z} is linearly dense in C(r). Hence H0 = H1 , 11 has the 
property (17(Ai), 17(A2)) = F(A1XA2) and Fis uniquely determined. 

THEOREM (1.21). Let S = Z or z+. Then X" i~ generalized harmonizable and 
11 is orthogonally scattered <=} Xn is subnormal, 

Proof(~) Xn = JKzn d17(z). By Theorem 1.1~ we have 

(Xn, Xm) = Jf KxK Z1nZ2m dF(zi, Z2), F(Ai)(./},2) = (17(Ai), 17(A2)). 

Because 11 is orthogonally scattered Fis countably 1:1,dditive and is concentrated 
on K1 = diagonal of K x K which can be identified with K. This induces a 
measureµ, on K with (Xn, Xm) = JK znzm du(z), I{ i13 compact andµ has finite 
measure on K. Now use Theorem 1.7. (<=)Since(.){", Xm) = JKznzm dµ(z), by 
reversing the argument given in the proof gf (==!') we can write (Xn, Xm) = 
J JKxK z1n z2m dF(z1, z2) and Fis concentnited {:}:Q th!:l diagonal of K X K. By 
Theorem 1.13 this shows that Xn = J K zn d17(?) imd 1f hi prthogonally scattered, 
that is Xn is a generalized harmonizabl@ ijequen@e and 11 is orthogonally 
scattered. 

This theorem immediately gives the followin" pa,rollary. 

COROLLARY (1.22). (a) Let S = Z. Then Xn is harmonizable with support of 
11 ~ r and 11 is orthogonally scattered <=} Xn is stationary. 

(b) Let S = z+. Then Xn is harmonizable with support 11 ~ r and 11 is 
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orthogonally scattered~ Xn is conservative (meaning (Xn+k, Xm+k) = (Xn, Xm) 
for all n, m, k E z+, c.f. [15]). 

The next Theorem is on normal dilation of generalized harmonizable se­
quences. 

THEOREM (1.23). (Subnormal dilation) Let S = Z or z+. Then Xn is a 
generalized harmonizable sequence taking values in H ~ there exists a Hilbert 
space fI ~ Hand a subnormal sequence Yn: S - H such that Xn = PYn, n E 
S, where P = orthogonal projection of fI onto H. 

Proof. (~) Xn = JK xn d11(z). By Rosenberg's work [19] Theorem 3.9, we 
get that 11 is 2-majorizable, i.e. There exists a nonnegative measureµ on Borel 
subsets of K such that I L7=1 ai11(A;) I 2 :5 L7.i=l aJiiµ(Ai n Ai) for all n .:= 1 and 
for all Borel subsets A1, ... , An and all scalars a1, ... , an. By Theorem 2.9 of 
Rosenberg's work [19] we get that 11 has a quasi-isometric dilation 111, i.e. 11(.:l) 
= J*111(A), where 111 is an Hi-valued measure such that (111(.:li), 17i(A2)) = 
µ(A1 /\ A2), and J: H -H 1 is an isometry. Let fI =HEB (H1 e JH). Define 
the map U: fI - Hi as follows: 

For X = X1 + X2(X1 EH and X2 E H1 e JH) put UX = JX1 EB X2. It is 
easy to see that U is a unitary map from fI into H1. Define ij(A) = u-1 111(.:l) 
and let P be the orthogonal projection of fI onto H. Clearly ij is an fI-valued 
measure. For Y E fI, 

(Pij(A), Yht = (ij(A), PY)il = (U- 1111 (A), PY)il 

= (17i(A), UPY)H1 = (111(A), JPY)H1 = (J*17i(A), PY)H 

= (11(A), PY)H = (11(A), PY)il = (P11(A), Y)il = (11(A), Y)ff. 

Consequently 17(.:l) = Pij(A) and (ij(Ai), ij(A2))fl = (111(.:li), 112(A2))H1 = 
µ(A1 n A2 ). Obviously ii is orthogonally scattered. Define the process 

Yn = JK Zn dij(z). 

Then by Theorem 1.21 we get that Yn is subnormal. Notice that PYn = J K zn 
dPij(z) = fa zn d11 = Xn, This completes the proof of(~). ($=) the proof of 
this part follows from the spectral representation of normal operators. 

COROLLARY (1.24). (Normal dilation). Let S = Z. Then Xn is generalized 
harmonizable ~ there exists a Hilbert space fI ~Hand a normal sequence Yn: 
S - fI ( Yn need not be minimal) such that Yn = PXn, P = orthogonal projection 
of fI onto H. 

Proof. Any subnormal process can be extended to a normal one. This gives 
the proof. 

Note (1.25). It is recently shown by M. Rosenberg [19] that any countably 
additive Hilbert space valued measure on a a--algebra of subsets of a set Q has 
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an orthogonally scattered dilation. This dilation result of Rosenberg is an 
extension of similar results for the case Q is the real line or the unit circle or 
more generally a locally compact Hausdorff space, c.f. [14], [16], [5]. The 
dilation theorems for Hilbert space valued measures are based on the fact that 
any Hilbert space valued measure is 2-majorizable. The latter has its founda­
tion in a profound lemma of Grothendieck [11] as demonstrated in the work 
of Rosenberg [19]. 

The starting point of interest in orthogonally scattered dilation of Hilbert 
space valued measure was the proof given by Abreu for stationary dilation of 
Hilbert space valued harmonizable processes with bounded spectral distribu= 
tion [2]. The first step in Abreu's proof contains the construction of a 2-
majorant for the spectral distribution without appealing to the Grothendieck 
lemma. This is accomplished because the spectral distribution is of bounded 
variation. Being unaware of the Grothendieck lemma, Miamee-Salehi obtained 
a 2-majorization result from several lemmas proved in their paper [14]. Because 
of the unboundedness of the variation of the spectral distribution they were 
not able to give a constructive method for the 2-majorant, but were only able 
to obtain an existence type result by appealing to the Hahn-Banach Theorem. 
Similarly the dilation result of Rosenberg [19] is of existence nature based on 
the Hahn-Banach Theorem. 

Remark (1.26). If we additionally assume in Theorem 1.23 that the measure 
F(li 1 X li 2 ) = (17(/ii), 17(!i2 )) is of bounded variation, then repeating, step by 
step, Abreu's proof [2] we can obtain the result of Theorem 1.23 where the 2-
majorizing measure µ and the control measure ii is obtained in a constructed 
way. Namely if F is the spectral distribution of Xn, then the spectral distri­
bution measure of Yn is given by µ(dz) = ( II F 11 (dz, B) + II F 11 (B, dz))/2, 
where II F II denotes the total variation of F. 

Remark (1.27). Since each generalized harmonizable process Xn is of the 
form PYn, where Yn is subnormal and P is an orthogonal projection, we have 
that 

and hence 

where the inf is over finite sequences of complex numbers a1 , • •. , a •. The 
right hand side of (1) can be written as 

(2) inf II Yn - rk=l ak Yn-k 112 = inf fr I Zn - rk=I akzn-k I 2 dµ(z ). 

In case the right hand side of (2) is zero for n = 0 we conclude that Yn and 
hence Xn is deterministic. For the case that Xn is harmonizable and F is of 
bounded variation µ can be taken to be ( II F II (dz, r) + II F II (r, dz))/2, c.f. 
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Abreu [2], and for this case the celeberated Kolmogorov-Szego Theorem gives 
a necessary and sufficient condition in terms of the log of the density of this 
measure. Similary when Xn is a generalized harmonizable sequence and of 
bounded variation the measure, µ is also given by the expression ( II F II (dz, K) 
+ II F II (K, dz))/2. However generally there is no nice condition such as log 

integrability of !~ , m = Lebesgue measure on K, for the determination of 

Yn• In the following we discuss some cases where the log condition may or 
may not hold. The log formula is not true in some easy cases as is shown in 
the following example: 

Example (1.28). Let K = the closed unit disc= lz E C: I z I :s ll, and let m 
be the planar Lebesgue measure on K. Define a function w on Kand a measure 
Fas follows 

{
o if I z I < ~ 

w(z) = 1 
1 if 2 :s I z I :s 1, dF = wdm 

We can show 

infP(O)=O f 11 - P(z) I 2 dF(z) 'F-eflogwdm. 

Because the function w is zero on a set of positive measure, hence log w is not 
summable. Consequently the right side eflogwdm = 0. On the other hand, the 
functions zn, n > 0 form an orthogonal sequence in L2(F). In fact 

(zn, zm)L2<F> = I I) I znzmw(z) dm(z) = JI znzm dm(z) 
1/2-s I z 1-s1 

{

0 if n#-m 

= Jb J5 .. rn+m+lei(n-m)(I d() dr = 2n ~ 2 [ 1 - Grn+2] if n = m. 

Thus for any polynomial P(z) - Lk=I akzk we have 

J 11 - P(z) 12 dF(z) = 111 - Pll 2 = 111 - Lk=I akzkll2 

3 
= 111112 + Lk=I II akzkll2 o::: 111112 = 8 > 0. 

This shows that the left side infP(OJ=o f 11 - P(z) 12 dF(z) o::: 111112 > 0. 
Consequently the left side is not equal to the right side. 

A sufficient condition under which the log formula holds can be formulated 
in the function algebra language as follows lc.f. [4]}. Let A be a function 
algebra on X(X compact space) if mis the unique representing measure for a 
multiplicative functional, i.e. 'P (f) = J x f dm, and if 'P ( /) = J x f dµ then µ = 
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m, then 

infteA 0 f x 11 - / I 2W dm = exp f x log w dm 

where Ao= I/EA: <f!(/) = Oj. 

Example below shows an application of the above condition. 

Example (1.29). Let S be a compact set in C with connected complement 
and let K = as (topological boundary of S). Suppose OE S. Let P(S) = the 
uniform closure of polynomials on the set S. Let the functional <f! on P(S) be 
defined as follows. <f!(/) = /(0), and letµ be a representing measure for <f! on 
K. By Walsh's theorem [9] the algebra P(S) is a Dirichlet algebra on K = as. 
This implies that µ is unique [9]. If now Fis any measure on K absolutely 
continuous with respect to µ then 

inf1<0)=0 JK 11 - / I dF = exp JK log:: dµ. 

Actually the sufficient condition for the uniqueness of the representing meas­
ure which insures the validity of the log condition holds for a bigger class than 
the Dirichlet algebra, namely the logmodular algebra [9]. We make the 
observation that in our Example 1.28 the representing measure for the evalu­
ation functional at zero is not unique. In fact in addition to the planar Lebesgue 
measure, the measure with weight 1 concentrated at zero also represents the 
same functional. With the notation of Example 1.29 we can give an example 
which behaves like Example 1.28 for which the representing measure is 
concentrated on the set lz EC: I z I = 1 or 11 z I = ½l. 

Example (1.30). Let S = lz: ½ :5 I z I :5 ll and K = as. With the setting of 
Example 1.29 we let m be a representing measure for the evaluation functional 
at zero such that m( I z I = ½) ¥: 0 ¥: m( I z I = 1). Let dF = w dm, where w = 0 
on { I z I = ½l and 1 on { I z I = lj. As in Example 1.28 the log condition for w 
does not hold (of course the representing measure is not unique in this case). 

Using the notion of "spectrum" we will show in §3 that with a Cesaro type 
approximation in formula (1) of Remark 1.27 the :5 sign can be replaced by 
the = sign. This is done only for a special class of generalized harmonizable 
sequences, namely those whose control measure µ is concentrated on a count­
able number of concentric circles. Formula (1) of Theorem 2.3 in conjunction 
with Theorem 1. 7 establishes a bridge between a mean weighted approximation 
for a process and the approximation of a subnormal sequence with spectral 
measure related to the spectrum of the given process. This includes generalized 
harmonizable sequences whose spectral measures are concentrated on a count­
able number of concentric circles, particularly harmonizable processes. There­
fore formula (1) of Theorem 2.3 extends the result of stationary approximation 
for harmonizable sequences and it can be viewed as a subnormal approximation 
for some classes of generalized harmonizable sequences. 
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§2. Spectrum 
The question of stationary approximation of a harmonizable process is 

discussed by Rozanov [20] and recently by Abreu in a forthcoming article [3]. 
The crucial point of their analysis is the study of the concept of spectrum for 
harmonizable processes whose spectral distributions are of bounded variation. 
For harmonizable sequences the spectral measure 7/ sits on r = {z: I z I ;:::; ll 
and the spectrum as defined by Rozanov is shown to be F(dA, dA) which is 
concentrated on the diagonal A = µ, of [O, 21r] X [O, 21r] = the support of 
F(dA, dµ,) = (7/(dA), 7/(dµ,)). For our generalized harmonizable sequence direct 
use of the Rozanov definition of spectrum, using Theorem 1.12, would entail 
the following: 

(1) Given that the set K\11 z I :5 11 has positive measure F(dA, dµ,) then the 
Rozanov spectrum may not exist (even when Fis of bounded variation). 

(2) If K k lz I z I :5 11 with F being of bounded variation, the Rozanov spectrum 
would exist and may be positive only on the set r = {z: I z I = ll 

(3) If K k {z: I z I < 11, then the Rozanov spectrum is zero everywhere. 

So we need some modification in the definition of the Rozanov spectrum in 
order that it could differentiate processes with say support ofµ, k {z: I z I < lj. 
In this article this modification is done following the work of Abreu [3] for 
processes whose spectral measure 7/ is concentrated on a countable number of 
concentric circles with centers at 0, since in general for generalized harmoniz­
able processes new difficulties may arise. It is not clear to us how one would 
define a fruitful notion of spectrum for any generalized harmonizable sequence. 
This problem needs further study. With this introduction we now proceed to 
give our definition of spectrum. 

Suppose we have a generalized harmonizable process X(n) = JK zn d1J(Z) 
where K = Uk=o rk, rk is a circle with center at O and radius rk, Consider the 
integrals frk zn d1J(Z). If we define 7/k as the restriction of 7/ to rk this integral 
can be written as f rk zn d1Jk(z ). After change of variables we obtain f rk zn d1J(Z) 
= frk z" d1Jk(z) = rkn f6" einll dijk(O), where ijk(~) = 7/k(rkeit;.). Define Xk(n) = 
J5" eini, dijk(O). For each k, the process Xk(n) is harmonizable in the sense of 
Rozanov. It is also easy to see that X(n) = Lk=o rknXk(n). This suggests that 
for any process X of the form X(n) Lk=o rknXk(n) we may consider the function 

B"(p, q) = Lk=o rlrk{limN ..... ,, p(~) Lf=-N(Xk(n + p), Xk(n + q))] 

for n, p, q E Z 

B"(p, q) = LK=O rkPrk{limN ..... oo p(~) Lf=o (Xk(n + p), Xk(n + q))] 

for n, p, q, E Z+, 
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if the limit exists and is finite; where p (N) is a positive nondecreasing function 

of N such that limitN-oo p(;;) l) = 1. Of special interest to us are the two 

cases where p(N) = 2N + 1 or p(N) = 1. The choice of p(N) = 2N + 1 is due 
to Rozanov [20] and the usefulness of p (N) = 1 was recently observed by 
Abreu [3] since for square summable sequences the choice of p(N) = 2N + 1 
gives rise to zero spectrum and no useful conclusion can be drawn, whereas 
p(N) = 1 leads to a useful criterium of approximating a sequence by a moving 
average from its past. 

Definition (2.1). If BP(p, q) is well-defined and if there exists a finite measure 
GP on K such that 

B"(p, q) = f K zPzq dGp(z), 

then we say that X has a p-spectrum and we call GP its p-spectrum. 

THEOREM (2.2) Suppose X(n) = fazn dr,, n E Z or z+, where K = UK=o rK 

as described above. If F(A 1, A2) = (r,(A 1), r,(A 2)) is of bounded variation then 
B (p, q) corresponding to p (N) = 2N + 1 is well-defined and B (p, q) = J K zPzq 
dG(z) where G(A) = F(A, A), i.e. X has a p-spectrum and its p-spectrum = 
F(A, A). 

Proof An easy computation shows that 

Jl 8 - 8 tends to • ' 1 - 2' lo, 01 * 02 

where the convergence is pointwise and boundedly. We complete the proof for 
the Z only, since the proof of z+ needs only a minor modification. Let Fk(A1, 
A2) be the restriction of F to rk x rk and Fk(A1, A2) = Fk(rkeifl11'\ rkei02Ll.2). Fk 
is a measure of bounded variation on [O, 2] X [O, 2]. Consequently we get 

= r Pr q 1 "N f2.- 52.-ei(n+p)81e-i(n+q)02 dF~ (8 0 ) 
k k 2N + l k,n=-N O O k 1, 2 

which as N .- oo tends to 
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where dFk(O, 0) is the restriction of the measure dF(01, 02) to the diagonal. 
(We have used the fact that F is of bounded variation to apply the Lebesgue 
convergence theorem). 

Now 

which finishes the proof. 

(We note that under the assumptions of this theorem B (p, q) is a positive 
definite function). 

THEOREM (2.3) Let Xn = Lk=O rknxk(n), and (a) n E Z or (b) n E z+. 
Suppose the function Bp(p, q) exists as defined earlier for p(N) = 2N + 1. 
Assume that X has a p-spectrum and that its p-spectrum G is concentrated on 
a compact set K = Uk=o rrk, {3p(p, q) = f K zPzq dG. Then 

inf Lk=O limN-+00 2N\ 1 r:=-N IIXk(n) - r;=l aprlXk(n + p) 112 

(1) 
in case (a) 

inf Lk=O limN-+oo N ~ 1 L:=o II Xk(n) - L;=1 aprkPXk(n + p) 112 

in case (b) 

where inf is taken over the set of all finite sequences a1 , • • • , a., s E z+. Formula 
(1) gives prediction from the future values. For Z a similar formula for prediction 
from the past values can be obtained simply by changing zP and X(n + p) to z-P 

and X(n - p) respectively. 

Proof: We give the proof only for Z since the other one is very similar. We 
note that for any a1, • • • , a., s E z+ we have the following chain of equalities: 

Lk=O limN-+00 N 1 L:=-N II Xk(n) - r;=l aprlXk(n + p) 112 
2 + 1 

= Lk=O limN .... oo 2N 1+ l L:-=N [(Xk(n), Xk(n)) 

- r;=l iiprl(Xk(n), Xk(n + p)) 

- ~;=1 aprl(Xk(n + p), rk(n) 

+ r;=l L-Z=l iiprlaqrkq(Xk(n + q), Xk(n + p))] 
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= B(0, 0) - L;'=1 iipB(0, p) - L;=1 apB(p, 0) 

+ L;=1 L~=1 iipaqB(q, p) 

= i l dG - i L;=1 apiP dG - i L;=1 apzP dG 

+ r "'' "'' - q q-p dG 
JK "-'P=l "-'q=l a,,a Z Z 

= i 11 - L;= 1 ap2P 12 dG. Taking inf on both sides completes the proof. 

Combining Theorems 2.2 and 2.3 we have 

THEOREM (2.4). Suppose Xn = fa Zn dri, n E Z or z+, where K = uk=O r,k, 
r,k is the circle of radius rk with center at 0. (Xn is generalized harmonizable). 
Then the approximation formula (1) in Theorem 2.3 holds. 

§3. Weighted square summable sequences. 
In the paper [17] Niemi obtained a stationary dilation for square summable 

processes. We can obtain subnormal dilation of Niemi type for more general 
class of processes. We have the following theorem. 

THEOREM (3.1). Let S = Z or z+ and let X: S - H be a minimal H-valued 
sequence such that for some r, r > 0, LnES r2n II Xn 112 < oo. Then there exists a 
separable Hilbert space K ~ Hand a K-valued subnormal process Yn, n E S 
such that 

(1) Xn = PYn, n ES; where Pis the orthogonal projection of K into Hand 

(2) Yn ~ fr, Zn dE(z)h, (Yn, Ym) = fr, znzml h(z) I 2 dm(z); where H(z) = Ln 
znXn in L 2(H, m), m = Lebesgue measure and~ indicates unitary equivalence, 
E(Ll) = multiplication by xain L2(H, m). 

Proof. Consider the space K = L 2(H, r" m), where r, is the circle with 
radius rand center at 0, and mis the Lebesgue measure on r,. One can see 
that the series LnEsnnXn converges in K. Let h(z) = LnEsznXn. Define the K.­
valued processes Yn and Xn by the formulas Yn(z) = znh(z) and Xn(Z) = Xn. 

It is easy to see that PYn = Xn, where Pis the orthogonal projection of K 
onto fl= the subspace spanned by Xn, n E S, in K. Because (Yn, Ym)R = 
fr, znzml h(z) 12 dm(z\ by Theorem 1.7 we conclude that Yn is a subnormal 
sequence. Identifying H with H the proof is finished. A more detailed proof is 
as follows. Define the map <I>: fl - H by formula <l>(L anXn) = L anXn, the 
sum is finite. As in the proof of Theorem 1. 7. This <I> has a unique unitary 
extension on fl onto H. Let us call this extension <I>. Similar to the proof of 
Theorem 1.23, let K = H ® (K 0 fl) and U: K - K be given by the formula 
U(X1 + X2) = <I>X1 + X2, X1 EH and X2 EK. e fl. U is unitary. Now define 
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Yn = UYn. Then Yn is a subnormal sequence taking values in Kand PU= 
UP, where Pis the orthogonal projection of K onto H. Consequently PYn = 
PUYn = UPYn = UXn = u-1<J.>-1Xn = <l!<l!-1Xn = Xn which finishes the proof. 

Using Niemi's method it is possible to obtain a dilation for processes of the 
form Xn = JK zny;(z) dµ(z), whereµ is an arbitrary u-finite measure and y; is 
a Hilbert space valued function such that f k (v,,(z), y;(z)) dµ(z) < oo. Without 
any loss of generality we may assume thatµ is normalized so that µ(K) = 1. 

THEOREM (3.2). Supposeµ is a normalized measure on the compact set B !:: 
C and suppose ,/;: B -. H, a Hilbert space, is a function such that 
JB (y;(z), t/;(z)) dµ(z) < oo. For the process Xn = f B zn,J;(z) dµ(z), n ES (S = Z 
or z+) we have that there exists a separable Hilbert space K ;;2 H and a 
subnormal process Yn: S-. K such that 

(1) PYn = Xn, n E S, where P is the orthogonal projection of K onto Hand 

(2) Yn ~ Jr, Zn dE(z)h, (Yn, Ym) = Jr, znzml h(z) 12 dµ(z), where h(z) = 
Ln znXn in L2(H, µ)and~ indicates unitary equivalence, E(A) = multiplication 
by Xt1 in L2(H, µ). 

Proof Without any loss of generality we may assume that Xn is minimal. 
Let K = L 2(H, µ). Define Y: S-. K as follows: 

Yn(Z) = zny,,(z), ZEB. 

By the assumption of square summability of y;, Yn is well defined. It is easy to 
see that (Yn,_Ymh< = jB znzm II y;(z) 112 d.tt(z). By Theorem 1.7, Yn i~ subnorm!ll. 
Define now X: S-. Kby the formula Xn(z) = Xn, n ES, and let H = VnesXn. 
By minimality of Xn we get that H is the space of all constant functions in K.. 
This implies that PYn = Xn, because (Yn, XK)k = (zny;(z), f B zkv,,(z) dµ(z))g 
= fB (z{,J;(zi), fB z/v,,(z2))H dµ(zi) = ffBxB z1nzl(v,,(zd, y;(z2)) dµ(zi) dµ(z2) 
= (f B zn,J;(z) dµ(z), JB zk,J;(z) dµ(z))H = (Xn, Xk)H. But also (Xn, Xkh< = 
JB (Xn, Xk)H dµ = (Xn, Xk)H JB dµ = (Xn, Xk)H, because µ(B) = 1. 

This implies that (Yn -Xn, Xk)K = 0 for all k E S, and hence Xn = PYn. 
Define the map ci>(L aiXi) = L a;X;(sum over finite sets). As in the last 
theorem this ci> has a unique unitary extension <I! on H onto H. Define the 
unitary map U from iii onto K = HEB (K. e H) as follows U (X1 + X2) = <I! (X1) 
+ X2; X1 EH and X2 EK. e H. Exactly the same proof as in last theorem 
shows that UP = PU, P = orthogonal projection of K onto H. Consequently 
ifwe define Yn = UYn we get that PYn = PUYn = UPYn = UXn = Ucf>-1Xn = 
cf,cf>-1Xn = Xn. Evidently Yn is subnormal. This finishes the proof. 

Remark (3.3). As we pointed out earlier in Remark 1.27, in view of Remark 
1.26, we can write 

inf IIXn - Lk=l akXn-kll S inf JB lzn - Lk-1 akzn-kl 2 dµ(z), 

with µ(dz) = (IIFll(dz, B) + IIFll(B, dz))/2 and dF(z1, z2) = 
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(v,-(zi), v,-(z2))H dµ(zi) dµ(z2). Because JB (v,-(z), v,-(z) dµ(z) < oo, µ(B) = 1, it 
follows that dF(z1, z2) is of bounded variation and d II F II (z1, z2) = 
I (v,-(z1), v,-(z2)H I dµ(z1) dµ(z2). As before, a con,dition for determinism of Yn, 
and hence for Xn, in terms of the density ofµ, is hard to obtain. 

Applying the above discussion to Theorem 3.1 we can see that again µ(dz) 
is given by the same formula with dµ replaced by the Lebesgue measure and 
v,-(z) = Ln inXn, z E r,. For this case, by application of Example 1.2a we 
obtain the log condition in terms of I v,-(z) I, for the determinism of Yn and 
hence that of Xn. Actually Theorem 3.4 gives a slightly stronger result of this 
type. 

Using the same technique as in Theorems 3.1 and 3.2 we can obtain a 
weighted approximation for extrapolation similar to our Theorem 2.3 With p 

= 2N + 1 and B (p, q) defined as before, Theorem 2.3 can be applied. However, 
in view of the condition L n r 2n II Xn 112 < oo, the p-spectrum G is the zero 
measure, given no new information. For this case as was observed by Abreu 
the right choice for p is p = 1. When we do not deal with the unit circle this 
choice of p = 1 necessitates a slight change in the definition of the function B 
which gives the spectrum. Of course for the unit circle both definitions are the 
same and are consistent with Abreu's definition of p-spectrum. 

THEOREM (3.4). Let S = Z and X: S - H. Assume there exists r > 0 such 
that Ln,s r 2n II Xn 112 < oo. Define 

(1) b(k) = r 2k LnES r 2n(Xn, Xn+k), k E s. 
h(z) = LnES znxn. 

Then we have: 

(2) b(k) = Jr, zk I h(z) 12 dm(z), I h(z) 12 dm(z) is the p-spectrum for p = 1. 

(3) LnES r 2n II Xn - Lk=l akXn-k 112 = Jr, 11 - Lk=l akzk I 2 II h(z) 112 dm(z), 

where ak, k 2::: 1 is a bounded sequence of scalars. 

infa1,'" ·,a, LnES r 2n II Xn - ri=l akXn-k 112 

(4) 
= infa1, .. •,a. Ir, 11 - Lt=l akzk 12 II h(z) 112 dm(z). 

hence Xn is deterministic~ right hand of (4) is zero, that is 1 is in the subspace 
spanned by LLi akzk in the Hilbert space of square integrable functions with 
respect to the measure II h(z) 112 dm(z) on r,. 

Proof. Without any loss of generality we assume m is the normalized 
Lebesgue measure on r,. We observe that 

fr znh(z) dm(z) = LkES fr znzkXk dm(z) = LkES xk - 1- f5 rn+k+lei(n-k)m 
r r 2~r 

= LkES Xkrn+k 21~ Jl" ei(n-k)B d() = r 2nxn. 



NORMAL DILATION AND SPECTRUM OF SECOND ORDER PROCESSES 47 

Now 

Consequently 

(5) 

= r- 2<k+p) f zkzP II h(z) 112 dm(z). 

Therefore 

b(k) = r 2k LnES r 2n(Xn, Xn+k) = fr, zk II h(z) 112 dm(z), 

giving (2). 

Again, calculations similar to the ones used in the proof of (2), yield 

Lnes r2n II Xn - Lk=l akXn-k 112 = fr, 11 - Lk=l akzk 12 II h(z) 112 dm(z), 

completing the proof of (3). 

(4) follows from (3). 

Remark (3.5). (a) Our Theorem 3.4 could have been deduced from the 
corresponding result of Abreu [3] upon transforming r, onto rand keeping 
track of the arithmetics involved. A direct approach as given here gives a 
better insight to the problem. 
(b) In case II Xn II = 0 for n =5 -1 in Theorem 3.4, then of course (2)-(4) hold 
and the prediction becomes a finite segment prediction. 
(c) Comparing relation (2) of Theorem 3.1 and relation (2) of Theorem 3.4 
one can see that the spectral distribution of the subnormal dilation in Theorem 
3.1 and the spectrum of Xn are identical. We also note that the log condition 
on I h(z) 12 guarantees the determinism of Xn through formula (3). We also 
point out that Theorem 3.4 may be viewed as a subnormal approximation to 
a weighted square summable sequence in the same spirit as of stationary 
approximation of square summable sequences, c.f. [3]. 
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