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HYDRODYNAMIC AND FLUCTUATION LIMITS 
OF BRANCHING PARTICLE SYSTEMS 

WITH CHANGES OF lY!ASS 

BEGONA FERN'A..N"DEZ Y LUIS G. GOROSTIZA 

1. Introduction 

Branching diffusions are models of particle systems which evolve in space 
by random migration and branching. The usual object of study is tho coun-• 
ting measure-valued process determined by the locations of the pre
sent at each assuming implicitly that all the particles have mass 1. In 
this paper we consider a "branching mass" model, where each has 
its O\.Vn mass, and when a particle branches the mass of each of its offspring 
is proportional to the mass of the parent and depends on the number of the 
offspring produced. An example of this model is a system of small spheres in 
R3 (e.g. a vapor or a powder) such that when a sphere of surface S splits into 
n equal spheres with conservation of volume, each one of the new spheres has 
a surface equal to Sn- 213 and one is interested in the space-time distribu
tion of surface of the system (the surface of a sphere is taken as the "mass" 
of the particle). We consider the measure-valued process determined by the 
locations and the masses of the particles present at each time. This mass pro
cess is not Markovian. We will present laws oflarge numbers (hydrodynamic 
limits) and fluctuation limits of this process under different rescalings. The 
fluctuation limits are Markovian generalized Gaussian Ornstein-Uhlenbeck 
processes. These results include the known ones in the special case when all 
the particles have mass 1. 

2. The model, notation 

The system consists of particles in Euclidean space Rd which evolve as fol
lows. At time t = 0 the particles are distributed according to a Poisson random 
field on BE 'B(Rd) (the Borel sets) vvi.th intensity, ;2'. 0. As time elapses, each 
particle independently migrates according tb a symmetric stable process vvi.th 
exponent o: E (0, 2], and after an exponentially distributed lifetime with para
meter V it branches, producing n offspring with probability Pn, n = O, 1, .... 
The offspring are born at the same site where their parent branches, and they 
also migrate and branch as described. In addition, particles immigrate into Rd 
according to a (space-time) Poisson random field on CE 'B(Rd x R+) (assumed 
to have a smooth boundary) vvi.th intensity f3 2: 0, and each immigrant parti
cle also evolves as above. The initial and the immigration Poisson fields are 
independent. Let N = {Nt, t 2". O} denote the counting measure-valued pro
cess defined by 

00 

Nt = I::ox,, 
i=l 

25 
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where {xi}~ 1 are the locations of the particles present at time t. Up to this 
point we have the usual model. We assume in addition that each particle has 
a (positive) mass of its own, and when a particle of mass a produces n (> 0) 
offspring, the mass of each of the offspring is acn where en ~ 0. For simplicity 
we assume that all initial and all imrn.igrant particles have mass 1. Let M = 
{Mt, t ~ O} denote the measure-valued process defined by 

00 00 

,"ft,Jt = L a;Ox, if Nt = L bx;, 

i=l i=l 

where ai is the mass of the particle at x,, i = 1, 2, ... The process M is not 
Markovian (looking at a point mass we do not know if it is a single particle 
or if a branching has occured at that site, and therefore the past and the fu
ture are not independent conditioned upon the present), but the pair (N, M) 
is Markovian (N tells us if a branching has occured). We will also need the 
measure-valued processes M2 = { M;, t ~ O} and M4 = { Mf, t ~ 0} defined 
by 

00 00 00 

M{ = L afbx, and M[ = L a;5x, if Mt= L ai6x;, 
i=l i=l i=l 

and we note that (N, M, M 2 , M 4 ) is Markovian. 
We assume that the mass produced by the branching, relative to the mass 

of the parent, has finite third moment, and we denote the first three moments 
by 

00 00 00 

m1 = L ncnPn, m2 = L (ncn)2Pn, m3 = L (ncn)3Pn, 

n=O n=O n=O 

We also write q1 = I:~=O nc~Pn• 
It can be shown that the processes N,M,M 2 ,M 4 have paths in D(R+, 

~ 1 (Rd)), the space of right-continuous with left limits functions from R+ into 
~'(Rd), where 2.'1(Rd) is the space of tempered distributions, i.e., the dual of 
c'i'(Rd), the space of infinitely differentiable rapidly decreasing functions from 
Rd into R. As is well known, these are appropriate spaces for studying weak 
convergence of fluctuation processes of particle systems. The topologies on the 
spaces ~'(Rd), =<;'(Rd) are well-known. The space D(R+,='1'1(Rd)) is endowed 
with a Skorokhod-type topology [19,17]. 

The following notation will be used. 
(·, •): the canonical bilinear form on 2,' 1 (Rd) x ="(Rd). 
D.a = -(-1:l.t1 2 : the infinitesimal generator of the syfametric stable pro-

cess with exponent a E (o, 2]. 
A1 = V(m1 -1), A2 = V(q1 -1). 
rJ = {f°Jt, t ~ O}: the semigroup generated by D.a, 
•U = {'ILt, t ~ O}: the semigroup defined by 'llt = eA 1 trJt, with generator 

01 = D.a + A1. 



FiDRODYNAMIC AND FLUCTUATION LIMITS 

<Ji= {<lit, t ~ O}: the semigroup defined by <Jlt = eA 2 tClt, with generator 
clfz = Ao,+ A2, 

F( ,p, 'lj!) denotes the continuous bilinear form defined on c<;"(Rd) x c'i"(Rct) by 

F(efi, 1/;) = Aa(¢1/;) - <PLla'lf -1/Jl:i.a</J + V(m2 - 2m1 + 1)¢1/;. 

For a = 2 the operators J),,c, and Clt map =<;"(Rd) into itself, but for u < 2 
they do not, and it is necessary to introduce the following spaces (see [6] for 
details). Let </>p(x) = (1 + JJxJJ2)-P, x E Rd, (p > 0). 

Cp(Rd) = {4> E C(Rd) : !lef>IIP < oo}: Banach space with norm llefi!IP = 
sup J¢(x)/q,p(x)J. 

xERd 

"""11p(Rd) = the non negative Radon measuresµ on Rd such that J efipdµ < co. 
The spacesd 11p(Rd) and Cp(Rd) are in dualtity (the duality is also denoted 

by(·,·)). 
The space dl1p(Rd) contains the Lebesgue measure for p > d/2, and the 

processes N, M, M 2 , M 4 take values in ce::•111p(Rd). 
Clt maps Cp(Rd) into itself, and for d/2 < p < (d + a)/2, Lla and ':7t map 

d(Rd) continuously into Cp(Rd), and t - Cl t<fo is a continuous curve in Cp(Rd) 
for ef> E d(Rd). 

Hence all the expressions be1.:iw are well-defined, in particular F('Il 8 ,P, '1L1¢) 
for ef;, 1/; E..d(Rd) (it can be shown that (r::7 s<,f1)(Clt1/J) belongs to the domain of 
/),,a). 

3. Laws of large numbers and fluctuation limits 

We consider the following three rescalings of the mass process M, denoting 
by K > 0 the scaling parameter which tends to oo. 

(1) High density. The initial and immigration intensities are given by K1 
and K/3, respectively. We denote by M(l),K = { (Mp),K, </;), <f; E d(Rd), t 2 O} 
the process with these intensities. 

(2) Space scaling. The space scaling is given by x - Kx. We denote by 
M( 2),K = { (Mp),K, </;), ¢i E =<;"(Rd), t 2 O} the rescaled process, where 

(2),K - I I (Mt , efi) =(Mt,¢;(· K) . 

In this case we assume that the initial set B and the immigration set C 
satisfy KB = B and KCt = Ct for all K > 0 and t > 0, where Ct = {x E 
Rdl(x, t) EC} is the t-section of C. 

(3) Space-time scaling. The space-time scaling is given by (x, t) H 

(Kx,K°'t). We denote by M( 3),K = {(M?J,K,¢), ef> E d(Rd), t:::: O} the re
scaled process, where 
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The immigration intensity is given by f3 / K°', the sets B and (!_ have the 
same properties as in and - • Q E .23(Rd) as t -+ =, the parameter a 
satisfies the condition a < d, and the change of mass and the branching law 
may depend on K as follows: 

mf =l+ax/K 0\ qf =l+bK/Ka, aK-+aER, bK-+bER, 

K >1 F d K< m 2 -+ m2 _ as rk -+ =, an sup m 3 =· 
K?:l 

The fluctuation processes x(l),K, ;(( 2),K, x( 3),K corresponding to these 
three rescalings are defined by 

x(l),K = K-1/2(M(l),K _ EM(l),K), 

x(Z),K = K-d/2(M(2),K _ EM(2),K), 

x(3),K = K-(d+a)/2(M(3),K _ EM(3),K). 

We remark that these processes are not Markovian. 

THEOREM (1). (Laws oflarge numbers). For each t 2: 0 and cp E c:S'(Rd), 

. (1) K r 1t 1 K- 1 (Mt ',rp)-+1). ().Ltcp(x)dx+/3 'llt-rcfa(x)dxdr, 
B O c, 

in L2 as K-+ =· 
THEOREM (2). (Fluctuation limits). x(l),K • x(l), x( 2),K • X( 2), 

x( 3),K • x( 3) (weak convergence in D(R+,c:S'(Rd)) as K- • oo, where x( 1), 

x( 2l, x( 3) are continuous, centered, Gauss-Markov processes which satisfy the 
respective generalized Langevin equations (see Remark 5) 

(1) dx;1l = (ti.a+ A1)xPl dt + dw/1 1, t > o, 

x~1J = 1'1/2wB, 

where WB is the standard Gaussian white-noise on B, and w(l) is the c:S1(Rd)
Wienerprocess with 

Qr) (cp, = I l <lluF(,p, 1/;)(x)dx 

+ /3{l., ef>(x)l/;(x)dx +foul, <Vu-rF(rp, 1,1,){x)dxdr}, 



(2) 

HYDRODYNAMIC AND FLUCTUATION LIMITS 

dxJ2l = A1xJ21 dt + aw?l' t > 0, 
x~2) = ,1/zwn, 

where W8 is the swndard Gaussian white-noise en B, and w( 2) is the ~'(Rd)
Wiener process with 

Qh2)(¢,, ,µ) = ,V(m2 - 2m1 + l)eA 1 u l ¢,(x),p(x)dx 

(3) 

· /nu r +i9{j ¢,(x)t/J(x)dx + il(m2 - 2m1 + l) eA1 (u-r) / ¢,(x),p(x)d:i:dr}, 
C,. o JC, 

axJ3l = (~a+ Va)x!3l dt + dWP), t > o, 
x~3l = o, 

where w( 3) is the ~ 1(Rd)-Wiener process with 

Q(3)(c/J,v1) = ,V(mz - l)eVbu l C7u(¢,,p)(x)dx 

+ ,BV(m2 - 1) fou eVbr l C7r(¢i1,b)(x)dxdr. 

Remarks 

(1) The present results yield the known ones by setting en = 1 for all n 
(see [1,4,7,8,ll,12,13,14,l5,16]. L6pez-Mimbela [18] extended these known 
results to multitype branching particle systems; it would be interesting to 
study multi type systems with changes cf nmss. 

(2) For the high density limits the branching law needs only have finite 
second moment. 

(3) In the space-scaling limits the effect of the particle motion vanishes, 
and the :results are the same as for the branching particle system in Rd ,vith 
changes of mass and no spatial migration. 

(4) -· l . 1· l' . x( 3l r l' . _ ln tne space-time sea mg 1m1t, t ' = 0 1or a 1 t m case m2 = 1. 

(5) The generalized Langevin equations of the form dXt = d!-Xtdt + dWt in 
Theorem 2 are interpreted as 

rt 
(Xt, ¢,) ~""' (Xo, ¢) + }

0 
(X 8 ,d!-¢,)de + (Wt, </i), t > 0, 

for each if; E ~(Rd), when cf/- maps ='l"(Rd) into itself. An (inhomogeneous) 
.a'(Rd)-Wiener process Wis a continuous, centered, Gaussian process whose 
covariance functional is given by 
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where Qu VJ) is a continuous, symmetric, positive bilinear form for each u E 
R+, and a Borel-measurable, locally finite function of u for each</>, 'I/; E ~(Rd) 
(see [1,2,3]). If df does not map d(Rd) into itself (e.g. df = Lla, a < 2), the 
equation is interpreted in a generalized sense (see [5,6]). 

Proofs 

The methods of proof are basically the same ones that have been used to 
study the asymptotic behavior of particle systems whose fluctuation processes 
have generalized processes as limits (e.g. [8,9,18]); when the limit process is 
continuous, a new approach can be used thanks to a recent result of Aldous 
(see [9,10]). Hence we will restrict ourselves to those aspects that are special 
to the present model, which are the computation of the mean and covariance 
functionals of the mass process M, and their limits under the rescalings. 

LEMMA (1). For all OS: s S: t, and¢;, VJ E d(Rd), 

(1) E(Mt, ¢;) = 7 [ 'llt<f;(x)dx + /3 r ! 'Llt-r</>(x)dxdr, JB lo C, 

2( M(s, ¢; t, 1/;) = Cov((M., </>), (Mt, 1/;)) 

= 1{jB ('U8 cp(x))('?lt1/;(x))dx 

+ fos l '11rF('ll8 -r</>,'Llt-rVJ)(x)dxdr} 

(2) + /3{fo8 L, ('1l8 -r¢,(x))('Llt-rVJ(x))dxdr 

+ { 3 rs-r ! <JluF('?.ls-r-uef>, 'llt-r-u'\U)(x)dxdudr}. 
lo lo C., 

Proof. The processes N, M, M 2 , M 4 can be written as N = Na+ Nb, M = 
Ma + Mb M2 = M2a + M2b M4 = M4a + M4b where Na Ma M2a M4a 

} l ' ' l ) 

are the contributions of the initial particles, and Nb, Mb, M 2b, Jvf 4b contain 
those of the immigrant particles. Hence, by the independence of the two con
tributions we have 

(3) E(Mt, ef,) = E(Mf, ef,) + E(Mf, ef,), 

Cov( (M 8 , ¢), (Mt, VJ)) = Cov( (M:, ¢), (Mt, VJ)) 

(4) + Cov( (M%, ef,), (Mf, "P) ). 
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We will compute first the mean and covariance of Ma for a general initial 
configuration of particles of mass 1; this will allow us to obtain the moments 
of both lv.fa with initial Poisson measure, and M 0. 

The process (Na,Ma,M 2a,M4a) Vlrith values in (dV1p(Rd))4 is Markovian, 
and its infinitesimal generator_[' has the following forms on the functions of 
the types 

g(µ1,µ2,µ3,µ4) = G((µ2,¢;)) and h(µ1,µ2,µ3,µ4) = H((µ3,efi)), 

for µ,1, µ2, µ3, µ4 E =111p(Rd), where ef> E S(Rd), and G, HE 0 3(R) with G111 = 
H 111 = 0: 

00 00 

(5) + V I: Pn[L G( (µ2, ¢;) + (ncn -1)a,¢i(xi)) - G( (µ2, 4>))], 
n=O i=l 

00 00 

(6) + V L Pn[I:: H( (µ3, ¢i) + (nc~ - l)at¢i(xi)) - H( (µ3, ¢) )J, 
n=O i=l 

where µ1 L~1 lix,, µ2 L~l a/>x;, µ3 :[:~ 1 a]bx,, and 
µ4 = :[:~ 1 af bx,. 

For G(u) = H(u) = u in (5) and (6), it follows from the Markov property 
that the processes 

Yt(.p) = (Mta, </>) - t (M:,df1</>)ds, t 2: 0, 
.o 

(7) 

(8) Zt(¢i) = (M?1, ¢i) - lot (Mta,df2ef>)ds, t 2: o, 

are martingales. From (7), EYt(efi) = EYo(ef>) = E(M 0, efJ), and therefore we 
have the equation 

! E(Mt, ¢;) = E(M?,dhef>), t 2:: 0, 

whose solution is 

E(M?, ef>) = E(M 0, 11lt</>), t 2: 0. 

Similarly, (8) yields 

Since No = A10 = lvf(fa, because initial particles have mass 1, we then have 
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(10) 
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E(Mf,'P) ==E(N8,'Ut</i), t?: 0. 

E(Mla,tji) =E(N8,<1Jt<fi), t?: 0. 

The increasing p:rocess of the martingale (7) is given by 

lot~( (M:, </i )2) - 2(M:, </i ).L'( (M:, </i)) ]da, 

hence, taking G(u) = u2 in (5) we have that 

t > O· - , 

(11) Y/(¢,) = Yt(¢>)2 - lo\M;a,F(</i,</i))ds, t 2". 0, 

is a martingale, where F(</i, ¢,) is defined in section 2. From (11) and (7), 

EY/(¢;) = EYJ(¢,) = EYo(.P)2 = E(M8, ef;)2 = E(N8, </i)2 . 

Then from (11) and (10) we have 

EYt(¢i)2 = E(N[t, ¢,)2 + ft E(M;a, F(¢,, ¢,))ds Jo 
(12) = E(N8,¢,) 2 + lot E(No,<vsF'(rp,¢,))ds, t ~ 0. 

On the other hand, from (7), 

EYt(</i)2 = E(Mf, ¢i)2 + 2 t f' E(M:,df-1¢,)(M;,c1h¢,)drds 
•. o la 

(13) - 2 lot E(M:,df-1</i)(Mt", ¢,)ds. 

'fo continue the previous calculation we will show that 

Indeed, using the martingale (7), 

E(M:, ip)(Mf, 1/;) = E(M:, ¢,)[Yt(¢) + lot (M;!,dh ¢)dr] 

rt 
= E(M:, ef>;Y8 (1/i) + Jo E(M:, ¢,)(A~,df-1,/J)dr, 

hence we have the equation 

d E, • ,ra I / • a ' - E , Ma ,i. \ , Ma .1 •. dt ,ms,<P1·/Jt,'P)- , 3,'I'!\ t,df-I'I'!, t ~ s, 

and it can be verified that the solution is given by (14). 
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Substituting (14) into (13), 

•t •t 

EYt(efi)2 =E(Mt°, </>)2 + 2 J / E(M:,df1</>)(M:, 'Ur-adf1¢i)drds lo "8 

- 2 lot E(M:,df1<fJ)(M:, 'Ut-sef>)ds, 

but 

hence 

(15) EYt(i,6)2 = E(Mt°,¢) 2 - 2 lot E(M:,dhef;)(M:,¢,)d&. 

From (12) ·and (15) we find 

E(Mt',¢) 2 = E(N0,ef,)2 + { E(N8,<l/aF(¢>,¢,))d& 
.o 

+ 2 lot E(M:,df1¢;)(M:, ¢,)ds, 

and by polarization we obtain the equation 

E(Ml,ef;)(Mf,f) = E(N!;,ef;)(N8,'¢) + r E(N8,<VsF(if,,,p))ds 
-'O 

(16) + fo'[E(M:,df1./>)(M:,l') + E(M:,</;)(M:,df1t/J)]d&. 

It can be verified that the solution of (16) is given by 

E(M/1, ¢,)(Mt°, ef;) = E(No, '11tt/;)(N8, 'Utt/,) 

(17) + lot E(N8, <JJ sF('i..lt-s.P, '1f.t-al'))d&. 

(Note that 

:i E(Mo, 'Utefi)(M8, 'Ut'if;) = E(Mo, 'Utdf1¢)(Mo, 'Ut'ef;) 

+ E(M8, '1lt</>)(M8, 'Utdf1 l'), 
and 

! E{N8, <VeF('ll't-sef>, "U.t-JJ'efi )) = E(No, ()J aF('Ut-s<->'fi if;, 'Ut-s,b}} 

+ E(N8, <JJ aF('Ut-a<f>, 'llt-edt1 'I/;)}.) 
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Finally, from ( 14) and ( 17) we obtain 

(18) 

and by (9) we have 

Cov((M:,<P), (Mt, 

(19) 

+ 

= Cov( (N8, 'lls</,), (No / 7i.1tVJ)) 
rt 

+ )
0 

E(N8, <VrF("i.!..s-ref>, 'llt-r"P))dr, s :5 t. 

For N0 = Poisson random field with intensity I on B, from (9) and (18) we 
have 

(20) E(M{', ef>) = , l '14</;(x)dx, 

Cov((M:,efJ), (Mt°,VJ)) = 1 l('lJ. 8 qi(x))('llt'I/J(x))dx 

(21) + 7 t [ <VrF('lls-r<P, 'llt-r'I/J)(x)dxdr, s :5 t. 
.10 jB 

Now we compute the mean and the covariance of Mb. If N0 = fix (a single 
initial particle at x) and M'; rs denoted by M; in this case, then (18) becomes 

E(M:, ef;)(M/, ¢) = ('l19 <,b(x))('1lt¢(x)) 

(22) + fos <lirF('1L8 -r<P, 'llt-r'\IJ)(x)dr, 8 :5 t. 

The random measure Mf can be written as Mf = I:~ 1 Mt~s,' where 
{(xi, si)}i are the points of the immigration Poisson random field on {(x, s) E 
Cls :5 t} with intensity {3. Hence 

Cov((M%, ¢;), (Mf, ¢)) = /3 (8 { E(M;_,., </i)(M{_r, ¢)dxdr, s :5 t, 
lo le, 

and substituting (22) we have 

(23) 8 :5 t. 

Similarly, from (9) we get 
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(24) 1t • 
E(Mf, ¢) = /3 j 'lLt-r4'(x)dxdr. 

o C, 

Finally, (20) and (24) give (1), (21) and (23) give 
ished. 

and the proof is fin° 

The laws of la:rge numbe:rs and the fluctuation limits depend on the limits 
of the means and covariances under each rescaling, which are given in 
next lemma. 

LEMMA (2). 

(25) lim K- 1E(}Jpl,K,¢} = E(Mt,<P) (given by (1)), 
K--->oo 

9<x(1)(s,¢;t,1P) = lim Cov((Xf),K,ef>),(X}1),K,¥J)) 
K-->oo 

(26) . = 9<M(s,¢i;t,1/;) (given by (2)), 

lim K-d E(Mp),K, ¢,) = 1 eA1 t f q,(x)dx 
K--->oo }B 

(27) + f3eAit re-Air 1 ¢,(x)dxdr, 
lo C, 

(29) lim K-d E(Mpl,K,¢,) = 1eva.t [ C7tefi(x)dx + f3 ft eVas f C7 8 ef>(x)dxds, 
K--->oo JB lo JQ 
9( x(3) ( s, ¢>; t, 1/;) = lim Cov ( (xPl,K, ¢), (x!3l,K, if;)) 

K-+oo 

= 7V(m2 - 1) fos l eVbre7 r((eVa(s-r)e7 s-r¢)(eVa(t-r)e7t-r1,b))(x)dxdr 

+ ,8V(m2 - 1) ls r-r f eVbue7 u((eVa(s-r-u)e7 s-r-u'I') 
.o lo }q 

( eVa(t-r-u)e7 t-r-u 'Ip)) (x )dxdudr, 

(30) 8 ~ t, 
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Proof. (25) and (26) are obvious. The proofs of (27)-(30) depend on the self
similarity of the symmetric stable process with exponent o: E (0, 2], which 
implies the following scaling properties of Cl t and Llt}: denoting 'PK ( z) = 
ip(z/ K), z E Rd, we have 

(31) 

Introducing the space and the space-time rescalings into (1) and (2), and 
using (31), the limits (27)-(29) are obtained in a straightforward way. 

Proofs of Theorems (1) and (2). Having the results of Lemma 2, the proofs 
of Theorems 1 and 2 can be done by the same techniques used in [8,9,18], We
will only make some comments. 

The proof of Theorem 1 follows directly from (25), (27), (29), and the fact 
that (26), (28), (30) imply that Var(Mp),K, ip) = p(K), Var(Ml2),K, ip) = 

O(Kd), Var(Ml3),K, ip) = O(Kd+a), respectively, and therefore 

K- 2Va~(Mp),K,'P)-+ O, K-2dvar(M?),K,'P)-+ O, and K- 2dVar(Mf),K,'P) 
-+ O (since o: < d). 

The convergence proofs in Theorem 2 consist in showing weak convergence 
of the finite-dimensional distributions and tightness for each rescaling. The 
condition m3 < oo (or sup mf < oo) is used for the convergence of x( 2)~K 

K>l 
and x( 3),K . The limits _x(l),x( 2l,x( 3) are ~'(Rd)-valued continuous, cen
tered, Gaussian processes whose covariance functionals !J( x<1> ,!J( x<2) ,!J( x<a) 
are given by (26), (28), (30), respectively. We observe that these covariances 
satisfy 

!Xx<i>(s,ip;t,,j,) = !Xx<i>(s,ip;s/Ut-s,P), s ~ t, 

!Xx(2)(s,ip;t,,j,) = !Xx<2i(s,ip;s,eAi(t-s),t,), s ~ t, 

!Xxca)(s,ip;t,,j,) = !J(x<a>(s,ip;s,eVa(t-s)c,t-s,P),s ~ t. 

This implies that x( 1), x( 2), x( 3) are Markovian, and the generalized Lan
gevin equations which govern them are derived by direct application ofTp.eo
rem 4.1 in [5] (or Theorem 3.6 in [1] in the case o: = 2). 
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