
Boletin de la Sociedad Matematica Mexicana Vol. 39, 1994 

CONTROLLED SEMI-MARKOV MODELS WITH DISCOUNTED 
UNBOUNDED COSTS 

BY FERNANDO LUQUE V AsQUEZ AND MA. TERESA RoBLES ALCARAZ 

We consider semi-Markov control models with Borel state a..11d control 
spaces, unbounded costs and not necessarily compact constraint sets. The 
basic control problem we are concerned with, is to minimize the expected 
total discounted cost. We show the existence of optimal stationary policies 
and we provide characterizations of the optimal cost function and optimal 
policies. Criteria for asymptotic optimality, convergence of value iteration, 
policy iteration and other approximation procedures are also discussed. 

1. Introduction 

This paper deals with semi-Markov control models (SMCMs) with Borel 
state and control spaces, allowing unbounded one-stage cost functions and 
the control constraint sets are not necessarily compact. The basic optimal 
control problem is to minimize the total expected discounted cost. Most of 
literature related to this problem is concentred ori the countable state case, 
bounded costs or compact control set (see [1], [6], [8] and their references). 

In this paper we extend the assumptions in [3] to the context of SMCMs. 
We show that under suitable conditions, Va (the optimal cost function), is 
solution to the optimality equation and alse we show the existence of optimal 
stationary policies. Other questions we are concerned with are, How can we 
"approximate" Va?, what are the conditions for a control policy to be optimal? 
and when a given policy is "close" to being optimal?. 

In section 2 we introduce the SMCM, the performance criterion, the as
sumptions (regularity, continuity and compactness) and a measurable selec
tion Theorem. In section 3 we show the main result in this paper (see Theo
rem (3.3) and provide conditions for a control policy to be optimal (see Theo
rem (3.5)). In section 4, we provide some answers to the questions: How can 
we "approximate" Va? and in section 5, we obtain several optimality criteria 
and we briefly discuss the notion of asymptotic optimality. 

NOTATION: A Borel space X is a Borel subset of a complete separable 
metric space and we denote by B(X) its Borel a-algebra and "measurable" 
always means Borel-measurable. Given a Borel space, we denote by M(X)+ 
the family of measurable and no-negative functions on X, L(X)+ denotes the 
subclass of lower semicontinuous functions in M (X) +. 

If X and Y are Borel spaces then a stochastic kernel P(.J.) on X given Y is 
a function such that: P(.Jy) is a probability measure on X for each y E Y and 
P(BJ.) is a measurable function on Y for each BE B(X). 
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2. The semi-Markov control model 

DEFINITION (2.1). A semi-Markov control model (SMCM) written (X, A, 
{A(x): x EX}, Q, F, D, d), consists of: 

1. A nonempty Borel space X, called the state space. 

2. A nonempty Borel space A, the control (or action) space. 

3. A collection {A(x) : x E X} of nonempty Borel subsets of A. For each 
x E X, A(x) is the set of admissible controls. (or actions) in the state x. 
Moreover we assume that the set X = {(x, a): x EX, a E A(x)} is a Borel 
subset of X x A and contains the graph of a measurable map from X to 
A. We denote by 'ff, the class of measurable functions f: X-+ A such that 
f(x) E A(x) for all x EX. 

4. A stochastic kernel Q(.[.) on X given X, called the transition law. 

5. A function F(t[x, a, y) which is a distribution function, for each (x, a, y) E 
'J{ x X, and we assume to be jointly measurable in (x, a, y) for each t E R 

6. The functions D, d E M(X)+ are the so called cost functions. 

The SMCM represents a stochatic system that evolves in the next way: At 
time t = 0 the system is in the state xo E X and a control a0 E A(xo) is applied, 
then the following things happen: 

An immediate cost is incurred. 

The system moves to a new state x1 E X according to the probability measure 
Q(. [xo, ao). 

Conditional on the next state x 1 the time 81 until the transition occurs has 
the distribution function t -. F(t[xo, ao, x1). 

A cost rate d(xo, ao) is imposed until the transition occurs. 

After the transition occurs, a control a1 E A(x 1) is chosen and the process 
continues in this way indefinitely. 

We will represent by Xn, an, 8n+1 (n ?: 0), the state of the system after nth 

transition, the action chosen in that state and the corresponding sojourn (or 
holding) time, respectively. 

For each t = 0, 1, ... , define the space of admissible histories up to time t 
by Ho :=X and 

Ht := 'Xt X X = 'X X Ht-1, t = 1,2, ... 

An element ht E Ht is a vector or history, of the form 

ht = (xo, ao, ... , Xt-1, at-1, Xt) 

where (xn, an) E 'X for n = 0, ... , t - 1 and Xt EX. 
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DEFINITION (2.2). a) A control policy, is a sequence 1r = {1rt} of stochastic 
kernels 7rt on A given Ht, satisfying the constraint 1rt(A(xt)lht) = 1 for all 
ht E Ht, t = 0, 1, ... We denote by A, the class of all policies. 

b) A control policy 1r = { 7rt} is said to be stationary, ifthere exists a function 
f E <JF such that, 7rt(.lht) is concentrated at J(xt), for all ht E Ht, t = 0, 1, ... 
and we will identify 1r with f, and refer to <JF the set of statinary policies. 

REMARK (2.3). By a theorem of C. Ionescu Tulcea (see [2], Proposition 
C.3 in Apendix C), Given x E X and 1r E A, there exist a probability space 
(0, F, P;;) and three sequences of random variables Xn, an, Dn+l (n = 0, 1, ... ) 
such that: 

a) P;[xo = x] = 1 
b) P;[xn+l E Blhn, an] = Q(blxn, an) for all B E ~(X), hn E Hn and 

an E A(xn), n = 0, 1, ... 
c) P;[an E Clhn] = 7rn(Clhn) for all CE ~(A), hn E Hn, n = 0, 1, ... 

d) P;[on+l 5 tlhn+1l = F(tlxn, an, Xn+1) for all t E lit, hn+l E Hn+l 

e) The random variable 81, 82, ••• are conditionally independent given the 
process (xo, ao, ... , Xn, an, ... ). The expectation with respect P; is denoted by 
E;. In order to ensure that an infinite number of transitions does not occur 
in a finite interval, we need to impose a conditiol').. To do this, we introduce 
the following notation: 

H(tlx, a) := l F(tlx, a, y)Q(dylx, a) 

This represents the distribution function of the holding time in the state 
x EX, when the control a E A(x) is chosen, 

AsUMPTION (2.4). There exist E > 0, 0 > 0 such that 

H(0lx,a) S 1- E 

for all (x, a) E ':IC. 

Throughout the following, we will suppose that a > 0 and define, for every 
(x,a) E ':IC, 

and 

Aa(x, a) := {°" exp(-at)H(dtlx, a) lo 

Ta(x, a) := [1 - Ao:(x, a)] 
a 

LEMMA (2.5). (see [12] proposition 2.4 b), c)). If assumption 2.4 holds, then 

1. Ao: < 1, where Ao: := supx Ao:(x, a) 
2. P; [I::=l On= oo] = 1 \:/x EX, 1r E 11 
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Performance Index 

We assume that costs are continuously discounted i.e., a cost C incurred 
at time tis equivalent to a cost ce-at at time 0. The cost-per-stage function 
C0 (x, a) when the process is in the state x and action a is chosen is defined 

Ca(x, a) := D(x, a) + d(x, a) fo00 lot e-as dsH(dtlx, a) 

where D(x, a) represents an immediate cost and d(x, a) the rate cost imposed 
until the transition ocurrs. 

Observe that for all (x, a) E K, 

(2.1) C 0 (x, a) = D(x, a) + T 0 (x, a)d(x, a), (x,a)E'X 

and let To = 0 and Tn = Tn-1 + 8n, n = 1, 2, .... 

Definition (2.6) a) Given x E X and 1r E Il, let 

00 

V(1r,x) := E;:z::=exp(-aTn)C 0 (xn,an) 
n=O 

be the a-discounted expected total cost when using the policy 1r, given the 
initial state xo = x. 

b. The optimal a-discounted cost when the initial state is x0 = x is defined 
by 

Vo:(x) := inf V(1r, x). 
7r 

c. A policy 1r E Il is said to be a-optimal if 

V(1r,x) = Va(x) for all x EX. 

REMARK (2.7). a. For all x EX, 1r E Il observe that 

00 

V(1r, x) = E;TCa(xo, ao) + L li.o,(xo, ao) ... li.o,(Xn-1, an-1)Co,(Xn, an)] 
n=l 

b. If we denote by Vn(1r, x) the a-discounted cost until the n th transition 
occurs then 

Vi(1r,x) = E;C°'(xo,ao) 

n-1 

Vn(1T, x) = E; I: exp(-aTk)Co,(Xk, ak) 
k=O 

n-1 

= E;[Co:(xo, ao) + L Ll.o,(xo, ao) ... Llo:(Xk-1, ak-1)Ca(xk, ak)], n > 1 
k=l 
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c. Ifwe write A~:= IT~,:-Jaa(xk,ak) for n = 1, 2, ... and Ag:= 1, then, by a. 
and b., we have 

co 

V(?r,x) = Et~=A~Ca(Xn,an) 
n=O 

and 
n-1 

Vn(71", x) = E; L Aica(Xk, ak) n= 1,2, ... 
k=O 

Semi-continuity and compactness conditions 

In order to guarantee that~ (the set introduced in Definition (2.1)) con
tains suitable "minimizers", we require to impose semi-continuity and inf
compactness con.ditions on the SMCM. 

Definition (2.8). A real valued function on ';JC is said to be inf-compact on ';J{ 

if the set { a E A(x) : v(x, a) ::; r} is compact for every x E X and r E JR. 

AssUMPTION (2.9). a. Both D(x, a) and d(x, a) belo~g to L('JO+, and D(x, a) 
is inf-compact on ';JC. 

b. The transition law Q is weakly continuous, i.e., the function 

v'(x, a) := j v(y)Q(dylx, a) 

is bounded and continuous in (x, a) E 'JC for each bounded and continuous 
function v on X. 

c. F(tlx, a, y) is continuous in (x, a) E ';JC for each y E X and t E R 
d. For each v E L('JO+, the function v*(x) := infaEA(xl v(x, a) is l.s.c. on X. 

REMARK(2.10). Assumption (2.9)d) holds if e.g. themultifunctionx --t A(x) 
is upper semicontinuous, and A(x) is compact for every x E X ([9], Proposition 
10.2),orifvisinf-compactandthemultifunctionx-+ A*(x) := {a E A(x): 
v*(x) = v(x, a)} is lower semicontinuous ([6], Lemma 3.2 (f)). 

PROPOSITION (2.11). If Assumption (2.9) holds, then 

a. H(tlx, a) is continuous in (x, a) E ';JC for each t E R 
b. The functions Ta(x, a) and lia(x, a) are continuous in (x, a) E 'JC. 
c. Ca(x, a) is in L('JC)+ and it is inf-compact on 'JC. • 
Proof: a. follows from Proposition 14.2 in [9]. b) and c) can be obtained 

using the same arguments provided in Proposition 4.2 in [12]. • 
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Measurable selection lemma 

LEMMA (2.12). a. If vis inf-compact, l.s.c. and bounded from below on X, 
then the function v* (defined in Assumption (2.9)d) is measurable, and there 
exists f E ~ such that 

v*(x) = v(x, f(x)) VxEX. 

b. If Assumption (2.9) holds andµ E L(X)+, then the function 

µ*(x) := inf{Cc,(x,a) + Ac,(x,a) j µ(y)Q(dyjx,a)} 

belongs to L(X)+, and there exists f E ~ such that 

µ*(x) = Cc,(x, J(x)) + Ac,(x, /(x)) j µ(y)Q(dylx, f(x)) VxEX. 

Proof: Part a. follows from Corollary 4.3 in [7]. To prove b), observe that, 
from Assumption (2.9)b. and Proposition (2.ll)b.-c., the function 

(x, a) -+ Cc,(x, a) + Ac,(x, a) j µ(y)Q(dyjx, a) 

is nonnegative, l.s.c. and inf-compact on X. Thus, using a. and Assump
tion (2.9)d., we obtain b. • 

3. The optimality equation 

In this section we give conditions under which Vc,(x) is the (pointwise) 
minimal function in L(X)+ that satisfies the so-called optimality equation 
(OE) 

(3.1) Vc,(x) = inf { Cc,(x, a) + Ac,(x, a) j Vc,(y)Q(dylx, a)}, 
aEA(x) 

xEX, 

and there exists f* E ~ such that V(f*, x) = Vc,(x) -see Theorem 3.3. 

Definition (3.1). Forµ E M(X)+, define the function Tµ on X by 

Tµ(x) := inf [Cc,(x, a) + Ac,(x, a) j µ(y)Q(dylx, a)]. 
aEA(x) · 

REMARK (3.2). a. The OE (3.1) can be written as Vc,(x) = TVc,(x). 

b. By Lemma (2.12)b, if Assumption (2.9) holds, then T maps L(X)+ into 
itsef. 
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We also consider the sequence { vn} of value iteration functions defined 
recursively by: 

Vo= 0 

Vn(x) := Tvn-1(x) = inf {Ca(x, a)+ iia(x, a)fvn-1(y)Q(dylx, a)} for n 2: 1. 
aEA(x) 

By Remark (3.2)b, if Assumption (2.9) holds, then Vn E L(X)+, Vn 2: 0. If 
x E X and 1r E II we have: 

and iteration of this inequality yields 

(3.2) 

where Vn(1r, x) is the a-discounted cost until the nth transition (see Remark 
2. 7(b)). 

THEOREM (3.3\ If Assumptions (2.4) and (2.9) hold and Va(x) < oo for 
every x EX, then: 

a. Vn i Va 
b. Va is the minimal (pointwise) function in L(X)+ that satisfies the OE (3.1), 

i.e. Va = TVa. 
c. There exists a stationary policy fa E :1f such that f a(x) minimizes the 

right-hand side of (3.1) for all x E X, i.e. 

(3.3) Va(x) = Ca(X,!a(x)) + iia(x, fa(x)) J Va(y)Q(dylx, fa(x)) 

and fa is a-optimal. Conversely, if fa E :1f is an optimal stationary policy, 
then it satisfies (3.3). 

d. If 1r* is a policy such that Va(1r*, x) E L(X)+ and it satisfies the OE and 
the condition 

(3.4) lim E;[A~Vafa*, Xn)] = 0 
n-+oo 

for all x E X , n E II, 

then n* is a-optimal, i.e. Va(1r*, .) = Va(.). (See Remark 2. 7(c) for the 
definition of A~) 

To prove Theorem (3.3) we need the next lemma. 
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LEMMA (3.4). Under the Hypothesis of Theorem (3.3), 

a. If v E L(X)+ satisfies v 2:: Tv, then v :2:: Va. 
b. If v is a measurable function on X, such that Tv is well defined and is 

such that v :=:; Tv and 

then v :=:; Va. 

Proof a) If v 2:: Tv, then, by Lemma (2.12)b, there exists f E '2i-such that: 

v(x) 2 Ca(x, f(x)) + 6.a(x, J(x)) j v(y)Q(dylx, f(x)). 

Iterating this inequality we obtain 

v(x) 2 Et [c(Jt (xo, J(xo)) + I:aa (xo, J(xo)) ·. ·Ao,(Xk-1, J(xk-1))Ca, (xk, f(xk))] 
k=l 

+ E{[Lla, (xo, J(xo)) · · · Lia,(Xn-1, J(xn-1))v(xn)] 

and, since v :2:: 0, we have 

v(x) 2 Vn(f, x) VnEN. 

Letting n -+ oo we obtain 

v(x) :2:: V(f, x) :2:: Va(x). 

b. If x E X, 1r E Il and n = 0, 1, 2 ... , then by Remark (2.3)b, 

E;[A~+1V(Xn+1)lhn, an]= A~+l j v(y)Q(dylxn, an) 

= A~[Ca,(Xn, an) + A,.(xn, an) j v(y)Q(dy\xn, an) - Ca,(Xn, an)] 

:2:: A~[v(xn) - C,.(xn, an)] (by the hyphotesis Tv :2:: v). 

Hence 

Taking expectations E;,(.) in (3.5) and summing over n = 0, 1, ... , t -1, we 
obtain 
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Letting t-. oo in the latter inequality, we obtain V(1r, x) ~ v(x). Thus, since 
1r was arbitrary, Va(x) ~ v(x). • 

Proof of Theorem (3.3) a.-b. Clearly, the operator T: L(X)+ -. L(X)+ 
is monotone, i.e. v ~ u implies Tv ~ Tu. This implies that, { vn} is a 
nondecreasing sequence in L(X) + and, therefore, there exists µ E L(X) + such 
that vn i µ. By the Monotone Convergence Theorem we obtain 

Ga(x, a) + da(x, a) J Vn-1 (y)Q(dyjx, a) i Ga(x, a) + da(x, a) J µ(y)Q(dyjx, a) 

and by Lemma 2.7(c) in [5] it follows that limn--+oo Tvn-1(x) = Tµ(x). Hence, 
µ = Tµ, i.e. µ (E L(X)+) satisfies the OE. 

Now we prove thatµ = Va. By Lemma (3.4)a it follows thatµ ~ Va and by 
(3.2), we obtain 

Vn, 1r, x. 

Letting n -. oo we get 

µ(x)::; V(7T, x) V1r E II, X E X. 

and hence 
µ(x) ::; Va(x). 

We have thus shown that µ = Va. 
To prove b, we note that, ifµ' E L(X)+ satisfiesµ' = T µ', then Lemma (3.4)a 

yieldsµ'~ Va. 
c. By Lemma (2.12), there exists fa E fJi that satisfies (3.3). Iterating (3.3) 

we obtain: 

N 

Va(x) = E{•Wa(xo,ao) + LA~Ga(Xn,an)] + E! 0 [A%-+1Va(Xn+1H 
n=O 

VN= 1,2, ... , 

and letting N-. oo, Va(x) ~ V(Ja,x). Since the reverse inequality trivially 
holds (see Definition (2.6)b) it follows that Va(x) = V(fa,x). The converse 
follows from the fact that, for any stationary policy f E fli, V(f, .) satisfies (by 
the Markov property (Remark (2.3)b) and Remark (2. 7)a) 

V(f, x) = Ga(x, J(x)) + da(x, J(x)) j V(f, y)Q(dyjx, J(x)) 

d. Apply Lemma (3.4)b to obtain Va(x) ~ V(1r*, x). • 
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Sufficient conditions for (3.4). 

Throughout the following the Assumptions (2.4) and (2.9) are supposed to 
hold and V0 (x) < oo '1::/x EX. 

We denote by Co, C1, C2 and Cs the next conditions: 

Co: Ca(x, a) is bounded on X. 
C1: There exists a number m > 0 and a nonnegative measurable function 

w(.) on X such that for all (x, a) E 'X, 
1. Ca(x, a)~ mw(x). 
2. J w(y)Q(dylx, a) ~ w(x). 

C2 : C(x) := z:::0 Ct<x) < oo '1::/x EX, where 

Ct(x) := sup Aa(x,a)f ct-1(y)Q(dylx,a) 
aEA(x) 

fort = 1, 2, ... and Co(x) := SUPaEA(x) Ca(x, a) 
Ca: limn->ooE;[A~V(rr',xn)] = 0\:/71",71"1 E II, x EX. 

THEOREM (3.5). a. Ci implies Ci+l (i = 0, 1, 2) and Cs implies (3.4). Hence: 
b. If Ci holds for any i = 0, 1, 2, 3, then the policy 7r* is optimal if and only 

ifV(7r*, .) is in L(X)+ and satisfies the OE. 

Proof: a. Co • C1. Let m > 0 be any upper bound for C0 (x, a) and 
w(.) = 1. 

C1 • C2. By an induction argument, we can show that 

'1::/x E X, t = 0, 1, 2 ... 

where A0 = SUJ><x A0 (x, a)(< 1, see Lemma (2.5)1). Thus 

mw(x) 
C(x) ~ 1 - Aa < oo. 

C2 • Ca. Let 7r E II, x E X be arbitrary. We will first show that 

(3.6) V(7r,x) ~ C(x). 

Observe that, from Remark (2.3)b, 

E;[A~Co(xn)lhn-1, an-tl = A~-1Aa(Xn-l, an-1) J Co(¾.)Q(dyjxn-1, an-1) 

~ A~_1C1(Xn-1). 

Taking expectations we obtain, 
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and using the same argument, 

E;[A~Co(xn)] S E;[A~_1C1(Xn-1)] S ... 
(3.7) S E;[A1Cn-1Cx1)] S E;[Cn(xo)] = Cn(x), n ?:. 1. 

which implies (3.6). Now, if 1r, 1r' are two arbitrary policies, 

(3.8) 

Moreover, 

E;[A~C(xn)lh~-1, an-1] = A~ J f Ct(y)Q(dylxn-1, an-1) 
t=O 

= A~-1 f Lla(Xn-1, an-1) J Ct(y)Q(dyjXn-1, an-1) 
t=O 
00 

S A~-1 )' Ct+1CXn-1). 
£.__,I 

t=O 

Hence, taking expectation E;, 

00 

E;[A~C(xn)] S E;[A~-1 I: Ct+1Cxn-1)J S ... 
t=O 

(X) (X) 

S E;(2= Ct+nCxo)] = L Ct+nCx) 
t=O t=O 

This in turn yields 

00 

E;[A~V(1r 1 , Xn)] SL Ct(X)-+ 0 
t=n 

when n -+ oo since C(x) is finite. 
b. Follows from a) and Theorem (3.3)b, d. 

4. Approximations 

In this section, we consider other types of approximations to the optimal 
cost function Va, different to the one used in the Theorem (3.3)a. 
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a. Infinite horizon problems with bounded costs. 

Let Dn(x, a), dn(x, a) (n = 0, 1, 2 ... ) be nonnegative, bounded, l.s.c., and 
inf-compact functions on 'J{, such that nn I D, dn I d. 

Now, instead of (2.1), consider the cost-per-stage function 

and for x E X and 1r E Il define the corresponding cost functions 

(4.1) 

(4.2) 

00 

UnC-rr, x) := E; ~ exp(-aTk)C~(xk, ak) 
k=O 

Un(x) := inf UnCrr, x) 
7r 

For all v E L(X)+ we define the function Tnv by 

(4.3) Tnv(x) = inf {C~(x,a) + Lia(x,a)f v(y)Q(dyjx,a)} 
aEA(x) 

REMARK (4.1). If Ca is replaced by c:;, then (Theorem (3.3)b) the optimal 
cost function Un(x) is the unique bounded function in L(X)+ which satisfies 

(4.4) Vn. 

The uniqueness follows from Lemma (3.4). 

PROPOSITION (4.2). The sequence {Un} is monotone increasing and con
verges to Va. 

Proof Since c:; i Ca, we have that {Un} is an increasing sequence in L(X)+ 
and therefore there exists a functionµ E L(X)+ such that Un i µ. Moreover, 
by Lemma 2.7(c) in [5] and letting n----. oo in 4.4 we obtain thatµ= Tµ and 
henceµ~ Va (see Theorem 3.3 (b)). On the other hand Un ::::; Va Vn (see 4.2) 
so thatµ::::; Va. Thus,µ= Vm i.e. Un i Va. Ill 

b. Recursive bounded costs 

Let Tn be as in (4.3) and let {µn} be the sequence defined recursively by 

µo == 0 

µn := Tnµn-1, n~l 

i.e. 

µn(x) = inf {C~(x,a) + Lia(x,a)f µn-1(y)Q(dyJx,a)}. 
aEA(x) 
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PROPOSITION (4.3). The sequence {µn} is monotone increasing and con
verges to Va. 

Proof. By analogous arguments to those used in the proof of Proposi
tion (4.2), we get v ~ Va, where v := limµn. On the other hand, µn(x) ::; 
Vn(1r, x) for each 7r E II, x E X (see (3.2)). Hence, µn(x) :S V(1r, x) and there
fore v(x) :S Va(x). Thus, µn i Va. • 

Policy iteration 

To begin, observe that if f E ~ is a stationary policy and x E X, then 

(4.5) V(f,x) = Ca(x,f(x)) + Lia(x,f(x)) J V(J,y)Q(dylx,f(x)) 

(see the proof of Theorem (3.3)c) 
Let f O E ;if_ be a stationary policy with finite-valued discounted cost 

V(Jo, .) := wo(.) E L(X)+. Then, by (4.5), 

(4.6) wo(x) = Ca(x,fo(x)) + Lia(x,fo(x)) J wo(y)Q(dylx,fo(x)) VxEX. 

If Tis the operator in Definition (3.1), then by Lemma (2.12), there exists 
Ji E ?fl such that: 

(4.7) Ca(x, fi(x)) + Lia(x, fi(x)) J wo(y)Q(dylx, fi(x)) = Two(x). 

Write w1(.) = V(J1, .). In general, given fn E ~. suppose that wn(.) .
V<Jn, .) E L(X)+, and let f n+l E ~ such that 

(4.8) Ca(x,fn+1(x)) + Lia(x,fn+1(x)) J Wn(y)Q(dylx,fn+1(x)) = Twn(x) 

= min [Ca(x, a)+ Lia(X, a) f wn(y)Q(dylx, a). 
aEA(x) 

PROPOSITION(4.4). Thereexistsw E M(X)+ suchthatwn l w, andTw = w. 
If, moreover, w satisfies 

(4.9) lim E;[A~w(xn)] = 0 Vx EX, 1r E II, 
n---+oo 

then w = Va. 

Proof. We will first show that {wn} is a decreasing sequence. From (4.6) 
and (4.7), 

wo(x) ~ Ca(x,fi(x)) + Lia(x,fi(x)) J wo(y)Q(dylx1,fi(x)). 
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Iterating the inequality we obtain: 

(see the proof of Lemma (3.4)a). 

By a similar argument we obtain 

(4.10) for n = 1,2, ... 

Hence, there exists a function w E M (X) + such that 

Since wn(.) ~ Va(.) \:/n, we have 

(4.11) 

Now, as is well known (see e.g. Lemma 3.3 in [6]), if hn: 'X - JR satisfies hn l h, 
then 

lim inf hn(x, a) = inf h(x, a). 
n-+oo aEA(x) aEA(x) 

Thus, applying this result to (4.10), we get 

w ~ Tw ~ w 

and therefore, 
w=Tw 

If w satisfies (4.9), then Lemma (3.4)b yields w :::; Va and, by 4.11, we obtain 
w = Va. • 

5. Other optimality criteria and asymptotic optimality 

Recall that Assumptions (2.4) and (2.9) are supposed to hold and Va(x) < 
oo, \:/x EX. Consider the function <l>:X - C//t defined by 

<l>(x, a) := Ca(x, a) + aa(x, a) J Va(y)Q(dylx, a) - Va(x) 

and observe that <I> is a nonnegative l.s.c. function and the OE (3.1) can be 
written as 

Moreover, V1r E II and x E X, 

min <l>(x, a)= 0. 
aEA(x) 
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This follows from Remark (2.3)b and the properties of conditional expecta
tions. 

Let {Mn} be the sequence defined by Mo:= V0 (xo) 

n-1 

(5.2) Mn = L AfCa(Xt, at) + A~V 0 (xn) for n = 1,2, ... 
t=O 

and let {Un} be the sequence given by 

00 

(5.3) Un := L A~,tCa(Xt, at) n = 0, 1,2, ... 
t=n 

where A~,t = nt:~aa(Xk, ak) fort> n and A~,n = 1. 
From Remark (2. 7)c. and (5.3) we have 

(5.4) 

Using (5.2), (5.3) and (5.4) we can also write V(-1r, x) as 

(5.5) for n = 0, 1, 2, ... 

THEOREM (5.1). Let 1r be a policy such that V(1r, x) < oo Vx EX. Then the 
following statements are equivalent: 

a. 1r is an optimal policy 
b. B::;(A~Un) = E;(A~V 0 (xn)) 'vx, n = 0, 1, 2, ... 
c. E;<l>(xn, an) = 0 Vn, x 
d. {Mn} is a P;-martingale Vx. 

To prove this theorem, we need the following result: 

LEMMA (5.2). Let 1r be a policy such that V(1r, x) < oo Vx E X. Then: 

a. I::n E;TAf<l>(xt, at)] = E;[A~(Un - Va(xn))] for n 2'. 1 
a'. I::n E_;"[A~,t<l>(xt, at)] = E;(Un - V0 (xn)) 
b. E;[A~Un] 2'. E;[A~V 0 (xn)] for n = 0, 1, 2, ... 

Proof: First we prove that E;[A~ V0 (xm)l -+ 0 as m -+ oo. From (5.4), 
E;[A~Un] -+ 0 and by the properties of conditional probability we have 

00 

E;[A~.Um] = E;[E;[A~.Umlhm, am]]=E;[A~E;[LAm,tCa(Xt, at)lhm, am]] 
t=m 

00 

= E;[A~E;~m)[L Am,tCa(Xt, at)]] 2'. E;[A~ V0 (xm)] 2'. 0 
t=m 
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where 1r(m) is the "m-shlfted policy" (see [2] pp. 5-6). 
Now, by (5.1), for n 2: 1 we have: 

00 

L E;[Af<I>(xt, at)] 
t=n 

00 

=LE; {Af E;[Ca,(Xt, at)+ D.a,(Xt, at)Va,(xt+1) - Va(Xt)lht, at]} 
t=n 

00 00 

= I: E;A~A~,tCa(Xt, at)+ L E;[Af+1 Va,(Xt+1) - AfVa(Xt)] 
t=n t=n 

This proves a. The proof of a'. is analogous, and b. follows from a. since 
<I>(.,.) 2: 0 and .i 0 (., .) > 0. 111 

We also need the following result 

LEMMA (5.3). For any 1r E Il and x E X, { Mn} is a P;:-submartingale, i.e. 

P; -a.s. Vn. 

Therefore, 

(5.6) Yn. 

Proof: From (5.2), for n 2: 1, 

Therefore, by properties of conditional expectations, 

(5.7) lllll 

Proof of Theorem (5.1).a. => b. If 1r is an optimal policy, then V(1r, x) = Va,(x) 
and from (5.5) and Lemma 5.3, 

Va(x) = E;Mn + E;[A~(Un - V0 (xn))] 

2: V0 (x) + E;[A~(Un -Va(xn))] 

Thus b. follows from Lemma (5.2).c. 

b. =:> a. Take n = 0. 
b. => c. F:rom Lemma (5.2)a, E;(A~<l>(xn, an)) = 0 and since Aa(., .) > 0, 
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c. • b. Follows from Lemma (5.2).a'. 
The equivalence of c. and d. follows from (5. 7), .6.aC., .) > 0, <I> 2: 0 and the 

properties of conditional expectations. Ill 

To finish this section, we briefly discuss the notion of asymptotic optimal
ity which was introduced in the analysis of adaptive control problems (see 
[2,3,4,10]) and which allows us to say when a given policy is close to being 
optimal. 

For X E X and 7r E n, we write vn(1!", x) = E;un. 

Definition (5.4). A policy 1r E Il is said to be asymptotically discount optimal 
(ADO) if for each x EX, 

as n--+ oo 

THEOREM (5.5). Let 7r E Il be such that V(1r, x) < oo for each x E X. Then 
the following statements are equivalent 

a. 7r is ADO 
b. limn----+oo rz:::::n E;, An,te!'>Cxt, at)} = 0 
c. For every x E X, E;<I>(xn, an) --+ 0 as n--+ 0. 

Proof. The equivalence of a) and b) follows from Lemma (5.2)a' ., and the 
equivalence ofb. and c. is trivial. llllll 

Observe that by Theorem (5.1).c. and Theorem (5.5).c., ifa policy is optimal 
then it is ADO. Also observe that if Ca(x, a) is bounded, then Theorem (5.5).c. 
is equivalent to: For each x EX, <l>(xn, an) --+ 0 in P;-probability as n--+ oo. 
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Erratum 

"Average optimality in semi-Markov control models on Borel Spaces: unboun
ded cost and controls" Bol. Soc. Mat. Mexicana, Vol. 38, 1993, 47-60, by 0. 
Vega-Amaya. 

(1) The Lemma (3.1), page 50, should read as follows: 

LEMMA (3.1). Let {Cn: u = 0, 1, ... } be a sequence of nonnegative numbers 
and {bn: n = 0, 1, ... } a sequence of positive numbers such that 

(3.8) limsupn- 1bn::::; 1 
n 

Then 

00 

(3.9) limsup(l - {3) Lf3nCn::::; limsupb~ 1Sn, 
~jl n=O n 

where Sn = ~;,:€ ck, n = 1, 2, ... , and Sn = 0. 

Proof. limsupn- 1Sn::::; (limsupb~ 1Sn) (limsupn- 1bn) 
n n n 

Now, the inequality in (3.9) is an immediate consequence of the (Tauberian) 
Theorem A2 in [1]. 

(II) The constant Min Remark (3.2)(d), page 51, and:Assumption (5.1) (a), 
page 53, should be equal to 1. 

(III) The line 13, page 51, should read as follows: if the condition. in (3.8) 
holds. 




