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1. Introduction 

Consider a real system of differential equations 

(1) 
ih 

fv(x, y) 

Yv(x, y) -avXv + ''' 
(11 = 1,2, ... ,n) 

in the neighborhood of the equilibrium x = y = 0. If av are real numbers, 
satisfying av ± aµ -;6-0 then the solutions of the linearized system represent n 

independent oscillations which can be represented in terms of eia,t, e-iavt. In 
particular, all solutions of the linearized system are bounded and almost periodic. 
It is well known that in general the behavior of the nonlinear system is quite 
different from that of the linearized system, as solutions might approach the 
equilibrium for t - oo, for instance, or also leave every neighborhood of it. To 
investigate this behavior one has devised many methods to describe the solu­
tions of ( 1) by infinite series of exponentials. It is known from Birkhoff and 
Cherry ([1], [2], [3]) that these series become trigonometrical series (i.e., the 
exponents are purely imaginary) if one restricts (1) to Hamiltonian systems, 
i.e., systems for which 

(2) 

fv = aH 
ayv 

aH 
Yv = -

dXv 

where H ( x, y) is a real function. In the following we are going to make the same 
restriction. This result shows that the solutions of Hamiltonian systems have a 
strong stability behavior which Birkhoff described by the term "complete sta­
bility". 

The expansion methods lead to the well known difficulty of "small divisors" 
and the requirement that the numbers av are independent over the rationals. 
This assumption en tails (a) the divergence of the series involved, and ( b) the 
exclusion of a dense set of a vectors by infinitely many conditions 

n 

(3) (g, a) = L 9vCl!.v -;6-0 for g -;6-0 
v=l 

where g = (g1 • • • , Yn) represents any vector with integer coefficients. The 
first of these two handicaps is less important since one knows that divergent 
series can be used for asymptotic representations of solutions. The second (i.e., 
(b)), however, makes the method completely useless for applications, since 
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condition ( 3) cannot be verified in case one knows the coefficients of ( 1) only 
to a certain degree of accuracy. It is true that the set of excluded a is countable 
and therefore is exceptional; however, the asymptotic series will not permit a 
uniform description for varying values of a, . It is the aim of this paper to develop 
a method which leads to a description of the solutions near the equilibrium by 
asymptotic series where irrationality conditions like ( 3) are discarded and re­
placed by only finitely many conditions 

(4) (g, a) ~ 0 for Jg I ~ 6 

where \ g \ = I::=1 \ g, \. The precise formulation of the result will be stated in 
Theorem 1 below. The elimination of infinitely many conditions of (3) is possible 
at the expense of losing a set of solutions which have an arbitrarily small measure 
compared to the solutions admitted. In other words, instead of excluding systems 
of differential equations violating ( 3), we suggest the exclusion of a minority of 
solutions and the description of the majority by asymptotic series. 

This idea is closely related to and originates partly in a paper of A. N. Kolmo­
gorov on the stability of conditionally periodic solutions of analytic Hamiltonian 
systems [4, 5]. (It seems, however, that a complete proof of his statement has not 
been published.) While Kolmogorov's work refers to perturbation of an integrable 
Hamiltonian system the present paper deals with the solutions of a fixed Hamil­
tonian system in the neighborhood of an equilibrium. The same methods can be 
used to discuss solutions of a Hamiltonian system near a periodic solution. In 
this form this paper can be considered an extension to higher degrees of freedom 
of a previous investigation [6] in which the slowness of escape of a solution from 
a periodic solution was studied. 

The detailed proofs are omitted and will be published elsewhere. 

2. Formulation of the result 

In the following the system ( 1) is assumed to be of Hamiltonian character 
with the Hamiltonian 

n 

H = 2i ~• (x; + y;) + 

which is a real analytic function near x = y = 0. We introduce the n-vector 
W = ( W1 , • • • , Wn) by 

2 2 
w, = x, + y. 

and a = ( a 1 , • • • , an). It is well known ( see [1] or [2]) that under condition 
( 4) one can introduce new coordinates x: , y; in such a way that up to terms of 
order 7 the Hamiltonian depends on w only. Therefore, it is no loss of generality 
to assume that H has the form 

(5) 
1 1 

H = 2 (a,w) + 4 (w,{3w) + 
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where /3 = (/3,µ) is a symmetric n by n matrix. For the following the condition 

(6) det /3 ~ 0 

will be of fundamental importance, which allows only nonlinear, problems. We 
denote by x the 2n-vector 

where 

X,+n = y, for P = 1, 2, .>-.' ,' 'YI, • 

and 

( 
2n )1/2 

!xi= ~ x! 
2n 

dx = IT dx,. 
•=1 

For sufficiently small E: we will study the solutions in the sphere 

IX I< I: 

the volume of which is r r ( r denoting the volume of the unit sphere). For 
any measurable s in I X I < E: we will denote by 

m(S) = L dx 

its 2n-dimensional measure. The quotient 

will be called the "relative measure" of S. 

THEOREM 1. Let ( 1) be a Hamiltonian system satisfying the finitely many con­
ditions (4) and (6), and a in O < a < 1 and an integer s > 6 be given. Then 
there exists a set S of relative measure < 0 '0 such that the solutions x ( t) with x ( 0) 
E S admit the asymptotic description 

"' (7) I x(t) - L aµei-yµt I < c/ It I for E:' It I < c-2, E: < 1:0(~). 
µ=1 

Here aµ are complex, "/µ real constants depending on x. The constant c is inde­
pendent of E: and the particular solution x(t) but may depend on o, s, S and the 
system. 

Estimate (7) allows a long time description of the majority of the solutions: 
For I t I < E:-• 12 the error in (7) becomes 
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This property agrees with the concept of "complete stability" of Birkhoff [1], 
who required the above description for all solutions. For this purpose he was 
forced to impose the infinitely many conditions ( 3). 

It is easy to show that for n > 1 the exclusion of a set of small measure is 
necessary. Let h = (h1 , • • • , hn) ~ 0 be a vector of non-negative integers, 
and assume 

(h, a)= (h, $h) = 0 

which does not contradict the above conditions ( 4) and ( 6). The counterexample 
is provided by the Hamiltonian 

n 

H = ½(a, w) + ¼(w, $w) + Im II (x, + ixv+n/'. 
V=l 

One verifies that on the invariant surface Im II:=1 (x, + ix,+n)"' 
solutions satisfying 

w h}..( t) 

with the a scalar }..(t): 
n 

~ 2 II h~,/2Alhl/2_ 
P=l 

0 there are 

These solutions do not satisfy an inequality of the form (7) if. s > I h I - 2. 
They form, however, a set of small relative measure. 

3. Description of the method 

The proof of the above statement is based on the following approach: We are 
trying to introduce new variables 

t = ( ti , t2 , • • • , t2n), tv+n = 1/v 

by a canonical coordinate transformation 

(8) 

in such a way that the new system has a Hamiltonian r 
a particular simple form, namely, that it depends on 

w, = t; + 1]; ( v = I, 2, • • • , n) 

only. The solutions of such a system are given by trigonometrical expressions. 
This method is identical with Birkhoff's in [I]. The difference lies in the fact 

that Birkhoff used power series expansions for <p(x) while we suggest rational 
series expansion with denominators. In both cases one is led to divergent series; 
therefore, all series are considered as formal series. We consider the given system 
as a perturbation of the nonlinear system with the Hamiltonian 

(9) F = ½(a, w) + ¼(w, $w) 



CONCEPT OF COMPLETE STABILITY 171 

while in the previous approaches the given system was compared with the linear 
system. 

To specify the group of formal transformations (8) which we admit we intro­
duce for each g with integer components the term 

Zo = I g I 
(g, a) + (g, {3w) 

which represents a small divisor. In particular, if (g, a) = 0 the expression z-;1 

is a homogeneous quadratic polynomial in x. The series <,0(x) will be represented 
as power series in x and the infinitely many variables z0 • Let k = (k1 , • • • , k2n) 
be a vector of integers which are non-negative, which we indicate by k ~ 0. 
We define 

2n 

I k I= L k,. 
V=l 

By m we denote a vector with infinitely many integer components m0 ~ 0 (g 
lattice points) and assume 

Im I = L mo< 00 

0 

so that only finitely many m0 are different from zero. We define 
2n 

xkzm = II x;• II z'(/0 
11=1 0 • 

and associate with such a term the order 

rr = I k I - 2 Im I-
By T[rr] we denote a finite 1 sum of terms 

with 

k ~ 0, m ~ 0, 

(11) 
I k I - 21ml (T ~ 2 

Im I ~ A (rr - 1) - 1 

where A is a fixed number A ~ 1. The class of series <,0(x) of the form 

<,0(x) = x + L T[rr] 
a~2 

will be denoted by g: A . It will not cause confusion if the formal coordinate trans­
formation (8) will also be said to belong to g:A if all components <P,(x) belong 
to g'A . 

These series have several properties in common with power series. 

1 I.e., we assume that I g I is bounded by some -y.. 
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LEMMA 1. The formal transformations ( 8) which belong to 5' A farm a group under 
formal substitution and inversion. 

It is to be noted that the representation of a series '{J in 5' A is not unique, in so 
far as a term 

I g I 
Zu = -(g-, -a)-+~(-g-, {3-w-) 

with (g, a) ~ 0 can be expanded into a power series. This could be avoided by 
introducing only those Zu for which (g, a) = 0. We are not going to do this 
since one would introduce a nonuniformity in the validity of the series this way. 
The above statement holds for any representation. 

We will call such a transformation (8) canonical if formally the identity 
n n 

L dlv+n A dl, = L dxv+n A dx, 
-1 -1 

holds, which is equivalent to the familiar formulae for the Lagrange brackets. 

THEOREM 2. For a Hamiltonian system (1) there exists a formal canonical trans­
formation (8) of class 5'4 such that the new Hamiltonian r depends on w1 , w2 , • • • , w,. 

only and is of the form 

where 

r = ½(a, w) + ¼(w, [3w) + · · · 
= F(w) + L wk'tm 

o--2 [k [-2[ m[ 

I g I 
'tu = (g, a) + (g, {3w) • 

For the indices one can prove the inequalities [ m [ ;;; 4CT; [ g [ ;;; 9CT which 
impose a bound on the nnmber of terms of order CT. 

Remark. Writing the transformation (8) of Theorem 2 in inverted form 

X = ·./l(l) = l + L kkmt'tm 
o--[k[-2 [ml :2:2 

one can show that the terms of order CT also satisfy 

[ m [ ;;; 4CT 

[ g [ ;;; 9CT. 

The proof follows the usual pattern of comparison of coefficients where the 
small divisors ( (g, a) + (g, {3w)) /[ g [ are introduced as new variables (;;1 each 
time they occur. 

4. Asymptotic description of the solutions 

In order to utilize Theorem 2 for an asymptotic description of the solutions 
of ( 1) we break off the series y; and r at terms of order CT = s + 3, CT = s re-
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spectively; the series so obtained are denoted by if,,<•+3\ r<•l. The solutions of 
' (s) ' (s) 
I;, = I'i,+n ' /;,+n = - ri, 

haven integrals, w1 , • • • , wn and the solutions are explicitly 

(13) 

provided (g, a) + (g, {3w) ,6. 0 where t can be replaced by t - t,. In order to 
provide that these expressions are not too small we require now 

(14) l(g, a+ {3w)I ~ o'I w 11 g 1-n-l 
for all g,2 or 

(14') 

which is a requirement on w. As is well known from the theory of diophantine 
approximations, this condition (14) will exclude from I w I < e3 only a set of a 
relative measure which is small for small o'. One computes for the relative meas­
ure 

if o' is sufficiently small. 

K Max I 13;,.. I 0, < 0 
n I det /3 I 

Condition (14') guarantees that a term of order a- in 

I /;k(m I ~ M Elkl-2m = M /' 

tends to zero like E" as E --), 0. 
From this fact it can be derived that 

(15) 

where the/;, have to be replaced by the exponentials (13). 
This statement contains Theorem 1 and even allows to specify the exceptional 

set as a set of tori. 
It is to be noted that the condition (14) excludes in particular all periodic 

solutions near the equilibrium, which were constructed in [3]. They form, in 
general, only a set of measure zero. 

6. Nature of the expansion 

The above series will certainly diverge in general if s tends to infinity. There­
fore, one can only expect asymptotic statements. These asymptotic expansions, 
however, cannot be considered significant, if the forms of order a- grow too 
rapidly as a---), oo. In particular, since the terms of order a- contained in a func-

2 It would suffice to make this requirement for I g I ::::; 9o-. 

3 '"'I=-£ Wp. 
J'=l 
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tion of 5'4 depend on many variables z0 it is important to have an estimate on the 
number of variables z0 and the number of terms which have the order a-. 

From the estimate I g I ~ 9a-= G follows that the number of variables z0 in 
a term of order a-is at most 

( 2G + 1 ) n ~ ( 18a-+ 1 ) n. 

The number of power products xkzm with [ k I - 2[ m I 
< (ca-/M. 

a- therefore will be 

This shows that the quality of the asymptotic series gets worse as the number n of 
degrees of freedom increases. 

It is also to be mentioned that the Theorem 1 and 2 are valid if the Hamil­
tonian H is only ( s + 1) times differentiable near x = 0, from which we con­
clude that the asymptotic expansion is valid to the same order up to which H 
is differentiable. This seems significant from the point of view that most Hamil­
tonian systems considered in celestial mechanics are analytic. 

Finally all estimates (7) and (15) above can be made uniform over systems 
for which there exists a constant such that the terms of order s in H can be 
estimated by Ms and which satisfy 

( 4') 

( 6') 

[ (g, a) [ > M- 1 for I g [ ~ 6 

I det (3 I > 11r 1 

I {3,µ I < M. 

As the a vary only the exceptional set of excluded initial values varies. 

6. Conclusion 

Yv e are concerned with the theory of analytic Hamiltonian systems near an 
equilibrium with purely imaginary eigenvalues. It is known that the formal ex­
pansions devised by Birkhoff may diverge, and that the divergence is even the 
general situation. A precise statement in this direction was formulated and 
proven by C. L. Siegel [7]. This result is related to the nonexistence of integrals 
near the equilibrium, which are not functions of H. 

This negative result leaves the question of the stability of the equilibrium un­
answered. The well known stability criterion of Dirichlet and Liapounoff which 
requires the construction of a positive definite integral, however, is recognized 
to be useless unless H is positive definite. There are many examples in applica­
tions where His not definite. The most famous one, perhaps, refers to the periodic 
solutions of the 3 body problems where the three mass points move on an equi­
lateral triangle. (See [8], in particular §477.) 

The aim of this note is to show that under general assumption the majority 
of the solutions have a strong stability behavior which is described by asymp­
totic series. A stronger structure of the solutions should, maybe, not even be 
expected. 
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The same method can with few formal modifications be applied to the sta­
bility problem of periodic solutions in which case the Hamiltonian is usually 
not a definite function near the periodic reference orbit. 

MASSACHUSETTS INSTITUTE OF TECHNOLOGY, CAMBRIDGE 
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